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Preface
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Chapter 1. Tivoli Storage Productivity 
Center architecture and 
functional overview

In this chapter, we introduce Tivoli Storage Productivity Center. We provide a high-level 
technical introduction to IBM Tivoli Storage Productivity Center, its architecture, and base 
components. 

We discuss these topics:

� Introduction to IBM Tivoli Storage Productivity Center 
� Architecture
� What is new in Tivoli Storage Productivity Center since Version 3.1
� Functions no longer supported
� Product features

1
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1.1  Introduction to IBM Tivoli Storage Productivity Center 

IBM Tivoli Storage Productivity Center is designed to provide a comprehensive storage 
management solution for heterogeneous storage environments across the enterprise. It is the 
primary IBM operational management product within the Tivoli Service Management 
architecture.

Tivoli Storage Productivity Center includes:

� Storage resource management (SRM):

– Reporting of volumes and file systems on a server level 
– Reporting on NAS and NetWare file systems
– Reporting of databases capacity and usage
– Constraint and quota reporting 

� Storage subsystem management:

– Volume allocation and assignment (provisioning)
– Asset reporting
– Performance reporting
– DS8000® element management

� Fabric management:

– Zoning
– Asset reporting
– Performance reporting

� Replication management

� Basic tape library reporting

In addition to these basic functions, Tivoli Storage Productivity Center includes more 
advanced functions that provide you with a set of analytics functions such as:

� Topology Viewer
� Data Path explorer
� Configuration History
� Storage Optimizer
� SAN Planner
� Configuration Analytics

1.1.1  History of Tivoli Productivity Center

Tivoli Storage Productivity Center started as a suite of individual products that focus on 
various storage management tasks across the enterprise. 

In Tivoli Storage Productivity Center V3.x, the individual products were combined into one 
and a new product (Tivoli Storage Productivity Center for Replication) was added to the Tivoli 
Storage Productivity Center suite of products.

With Tivoli Storage Productivity Center V4.x, the integration of TPC for Replication (TPC-R) 
starts with both Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication being installed together. Also, a Navigation Tree item with launch points from 
TPC to TPC-R, as well as mapping of the TPC superuser role to the TPC-R administrator 
role, are the most obvious changes.
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1.1.2  IBM Tivoli Productivity Center licenses

In this section, we review the Licenses for Tivoli Storage Productivity Center. 

IBM Tivoli Storage Productivity Center Basic Edition V4.1
IBM Tivoli Storage Productivity Center Basic Edition V4.1 provides basic storage 
management for SAN-attached storage devices and the networks to which they are 
connected. It provides device asset information, connectivity, capacity data, and health and 
status monitoring for the supported devices. If you have a license for Tivoli Storage 
Productivity Center Basic Edition installed, you can upgrade to advanced features by the 
simple procedure of installing a license file on the console where the software is running.

IBM Tivoli Storage Productivity Center for Data V4.1
IBM Tivoli Storage Productivity Center for Data V4.1 provides file-level capacity management 
for servers connected to a SAN infrastructure. It is designed to enable the administrator to 
create detailed reports on storage availability and utilization by server, operating system, 
user, and database application. Policy-based alerts can be configured to notify the 
administrator when the utilization of a selected volume exceeds a predefined threshold, and 
integration with Tivoli Storage Manager helps the administrator to reclaim space on the 
volume by deleting unneeded data or selecting it for archive.

IBM Tivoli Storage Productivity Center for Disk V4.1
Tivoli Storage Productivity Center for Disk V4.1 is designed to provide storage device 
configuration and management from a single console. It includes performance capabilities to 
help monitor and manage performance, and measure service levels by storing received 
performance statistics into database tables for later use. Policy-based automation enables 
event action based on customer policies. It sets performance thresholds for the devices 
based on selected performance metrics, generating alerts when those thresholds are 
exceeded. Tivoli Storage Productivity Center for Disk V4.1 helps simplify the complexity of 
managing multiple SAN-attached storage devices.

IBM Tivoli Storage Productivity Center for Replication V4.1
IBM Tivoli Storage Productivity Center for Replication V4.1 is designed to support hundreds 
of replication sessions across thousands of volumes, supporting both open and z/OS 
attached volumes. In addition, it helps monitor performance of all copy session types and 
reports on the amount of data exposed at the disaster recovery site (not in synchronization 
with the source site). The IBM Tivoli Storage Productivity Center for Replication Three-Site 
BC feature optionally provides three-site recovery management, supporting the IBM System 
Storage DS8000 Metro Global Mirror feature. The Three-Site feature is designed to support 
fast failover and failback, fast reestablishment of three-site mirroring, data currency at the 
remote site with minimal lag behind the local site, and quick resynchronization of mirrored 
sites using incremental changes only.

IBM Tivoli Storage Productivity Center Standard Edition V4.1
IBM Tivoli Storage Productivity Center Standard Edition V4.1 provides over 400 
enterprise-wide reports, monitoring and alerts, policy-based action, and file-system capacity 
automation in a heterogeneous environment. You can address the challenges of an on 
demand environment with customizable storage-management policies that are designed to 
help manage key aspects of the storage infrastructure including capacity, assets, events, and 
availability. It provides a suite of tools to help enterprises identify, evaluate, control, and 
predict storage usage and growth. IBM Tivoli Storage Productivity Center Standard Edition 
V4.1 offers active, policy-based management for an automated, self-healing approach to 
storage resource management.
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IBM System Storage Productivity Center 
The IBM System Storage Productivity Center (SSPC) is an integrated offering designed to 
provide a consolidated focal point for managing IBM storage products as well as managing 
mixed-vendor storage environments. SSPC provides enhancements to daily storage 
administration by making available a broader set of configuration functions. SSPC provides 
the GUI and utilities to configure these devices and enhancements to provide a broader set of 
management functions. The SSPC combines the power of a customized IBM System x® 
server with preinstalled storage software that represents a significant point of centralized 
management. SSPC enhances several rudimentary device utilities for easier, more intuitive, 
context-based administration and, on the whole, lowers resource overhead.

The IBM System Storage Productivity Center comes pre-installed with IBM TotalStorage 
Productivity Center Basic Edition. However, the purchase of the SSPC does not include the 
software license or entitlement to this software.

1.1.3  Main focus of TPC: Reporting

One of the main focus areas of IBM Tivoli Storage Productivity Center is reporting. TPC 
provides a wide range of reports, alerts, and policy-based action. Starting with Version 4.1, in 
addition to the possibility of customizing the provided reports (in terms of adding, removing, 
and changing columns), you can now also create your own reports by using SQL commands 
that use a special database schema called TPCREPORT. This feature enables enhanced 
customization as well as integration with other applications.

The standardized reports provide information about file systems, databases, and storage 
infrastructure. Depending on the type of manager or management function used, the 
following types of reports are available (see Table 1-1).

Table 1-1   Report types by manager

Type Data Databases Disk Fabric Tape

Asset x x included in data 
manager

included in TPC 
System reports

Availability x

Capacity x x

Usage x x

Usage violation x x

Backup x

Performance x x

Special reports subsystem 
details

tape library 
overview
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From a high level perspective, TPC reporting consists of ways to import information into its 
database as well as ways to extract data from this repository. The diagram in Figure 1-1 
provides a brief overview of the information gathering and extracting with TPC. We explain the 
functions and jobs later in this book.

Figure 1-1   TPC repository report gathering and types 

This diagram does not differentiate between the various sources of the data such as agents, 
CIMOMs, hypervisor, or other TPC servers. Instead, this diagram shows the information 
gathering and extracting from a functional point of view.
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1.2  Architecture

The basic architecture of TPC has not changed dramatically since Version 3, but the 
infrastructure that TPC is using, and is integrated with, has changed in Version 4. 

1.2.1  Data Server and Device Server

The main components of TPC are the Data Server and the Device Server, which work 
together and act as the TPC server. Both the Data Server and the Device Server run as a 
separate process and access the TPC database that is running inside a DB2 instance.

1.2.2  Tivoli Integrated Portal

Because Tivoli Storage Productivity Center V4 is integrated into the Tivoli Integrated Portal 
(TIP), the TIP provides the following optional services to TPC:

� Single Sign-On
� Tivoli Common Reporting

1.2.3  Tivoli Storage Productivity Center for Replication

With TPC Version 4.1, the IBM Tivoli Storage Productivity Center for Replication product is 
starting to get integrated into TPC, even though currently the integration limited to basic 
functions such as providing Launch in Context links in the TPC GUI, as well as crosschecks 
when a volume is deleted with TPC and mapping of user roles.

1.2.4  Information sources

Outside of the server, there are several interfaces that are used to gather information about 
the environment. The most important sources of information are the TPC agents (Data agent, 
Fabric agent, and the new Storage Resource agent) as well as SMI-S enabled storage 
devices that use a CIMOM agent (either embedded or as a proxy agent).

Agents
In addition to TIP, TPC uses the Tivoli Agent Manager for a certificate based authentication 
between the Common Agent based TPC agents (the Data agent and Fabric agent) and the 
TPC server itself using the Secure Sockets Layer (SSL) protocol. The Storage Resource 
agents do not use the Tivoli agent framework.
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Figure 1-2 illustrates an architectural overview for IBM Tivoli Storage Productivity Center.

Figure 1-2   IBM Tivoli Storage Productivity Center Version 4.1 - Architecture Overview

The architectural diagram provides a logical overview of the main conceptual elements and 
relationships in the architecture, components, connections, users, and external systems. The 
diagram also shows the various methods used to collect information from multiple systems to 
give an administrator the necessary views on the environment, for example: 

� Agent Manager with its registry repository
� Software clients (agents)
� Standard interfaces and protocols (for example, Simple Network Management Protocol)
� Common Information Model (CIMOM agent)
� Repository

1.2.5  Data Manager and Device Manager 
The server is the center of TPC’s architecture and directs all of the activities related to the 
monitoring performed on the monitored agent computers and the reporting performed on the 
client GUI computers. As mentioned earlier, the server consists of the two managers: the 
Data Manager and the Device Manager. The server interacts with the enterprise repository, 
job scheduler, agents, and agent manager (for authorization and authentication of agents).

Database repository: DB2
The managers receive information from the agents and save that information in the 
repository. The repository is where all of your storage information and usage statistics are 
stored. All agent and user interface access to the central repository is done through a series 
of calls and requests made to the server.
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All database access is done using the server component to maximize performance and to 
eliminate the need to install database connectivity software on your agent and UI machines.

1.2.6  User interfaces
As TPC gathers information from your storage (servers, subsystems, and switches) across 
your enterprise, it accumulates a repository of knowledge about your storage assets and how 
they are used. You can use the reports provided in the user interface view and analyze that 
repository of information from various perspectives to gain insight into the use of storage 
across your enterprise. 

The user interfaces (UI) enables users to request information and then generate and display 
reports based on that information. Certain user interfaces can also be used for configuration 
of TPC or storage provisioning for supported devices.

The following interfaces are available for TPC:

� TPC GUI:

This is the central point of TPC administration. Here you have the choice of configuring 
TPC after installation, define jobs to gather information, initiate provisioning functions, 
view reports, and work with the advanced analytics functions.

� Java™ Web Start GUI:

When you use Java Web Start, the regular TPC GUI will be downloaded to your 
workstation and started automatically, so you do not have to install the GUI separately. 
The main reason for using the Java Web Start is that it can be integrated into other 
products (for example, TIP). By using Launch in Context from those products, you will be 
guided directly to the select panel. The Launch in Context URLs can also be assembled 
manually and be used as bookmarks.

� TPCTOOL:

This is a command line (CLI) based program which interacts with the TPC Device Server. 
Most frequently it is used is to extract performance data from the TPC repository database 
in order to create graphs and charts with multiple metrics, with various unit types and for 
multiple entities (for example, Subsystems, Volumes, Controller, Arrays) using charting 
software. Commands are entered as lines of text (that is, sequences of types of 
characters) and output can be received as text. 

Furthermore, the tool provides queries, management, and reporting capabilities, but you 
cannot initiate Discoveries, Probes and performance collection from the tool.

� Database access (for example JDBC):

Starting with TPC V4.1, the TPC database provides views that provide access to the data 
stored in the repository, which allows you to create customized reports. The views and the 
required functions are grouped together into a database schema called TPCREPORT. 
For this, you need to have sufficient knowledge about SQL. To access the views, DB2 
supports various interfaces, for example, JDBC and ODBC.

1.2.7  Tivoli Integrated Portal (TIP)

Tivoli Integrated Portal is a standards-based architecture for Web administration. Tivoli 
Integrated Portal enables developers to build administrative interfaces for IBM and 
independent software products as individual plug-ins to a common console network. The 
installation of Tivoli Integrated Portal is required to enable Single Sign-On for Tivoli Storage 
Productivity Center.
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Single Sign-On
Single Sign-On is an authentication process that enables you to enter one user ID and 
password to access multiple applications. Single Sign-On integrates with the Launch in 
Context feature to enable you to move smoothly from one application to a specific location in 
a second application.

Tivoli Common Reporting 
Tivoli Common Reporting (TCR) is a component provided by TIP. It is one possible option to 
implement customized reporting solutions using SQL database access, providing output in 
HTML, PDF or Microsoft® Excel.

Note that Tivoli Common Reporting is intended to provide a platform to reproduce custom 
reports in an easy way or for reports that are to be run repeatedly—typically on a daily, 
weekly, or monthly basis. It does not provide any online report creation or report 
customization features.

1.2.8  IBM Tivoli Storage Productivity Center for Replication

TPC for Replication (TPC-R) is designed to automate key replication management tasks to 
help you improve the efficiency of your storage replication. A simple graphical user interface 
is used to configure automation, manage ongoing activities, and monitor the progress of all 
key tasks. Your IT experts can use a single integrated tool for advanced copy management of 
IBM storage subsystems, in order to save administrators time and effort. 

The basic functions of TPC for Replication provide management of FlashCopy®, Metro 
Mirror, and Global Mirror capabilities for the IBM ESS Model 800, IBM DS6000™, and IBM 
DS8000. It also manages FlashCopy and MetroMirror for IBM System Storage SAN Volume 
Controller (SVC). 

IBM Tivoli Storage Productivity Center for Replication for System z® provides all the functions 
as the two Tivoli Storage Productivity Center for Replication open systems products. It is 
packaged to run on System z, using a mixture of FICON® and TCP/IP communications, to 
provide replication management of DS8000, DS6000, and ESS 800, regardless of the type of 
data on them (ECKD™ or FBA). 

1.2.9  Tivoli Storage Productivity Center agents

Agents are used to collect statistics about your storage and send that information to the 
centralized Data Manager component. Depending the information required and the target 
device TPC uses various types of agents:

� Data agent
� Fabric agent
� Storage Resource agent
� CIM agents
� SNMP agents
� Universal Agent

In general, agents receive jobs to run from a server's scheduling service and then contact the 
server for the job definition. After this has successfully completed, no further communication 
to the server is required until the job completes.
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Data agents
An agent is installed on each machine containing storage that must be monitored. These 
agents can perform various tasks that include probes, file system scans, and batch job 
processing. 

The most important functions of the agents are:

� Keeping track of information, such as the uptime and downtime of the machine on which 
the agent is running

� Returning information to the server from the Scans and Probes on file systems

� Returning information to the server from the Scans and Probes on databases

Fabric agents
A special in-band Fabric agent collects information about the SAN and sends that information 
to the IBM Tivoli Storage Productivity Center server. The in-band Fabric agent is capable of 
gathering topology information for the entire fabric. To gather host-level and detailed Host 
Bus Adapter (HBA) information, the agent must be installed on each host where that 
information is desired.

Storage Resource agent (SRA)
Storage Resource agents can collect information from computer systems (host systems) on 
which they are installed. Information is collected through Probe jobs. These agents are 
designed to be more lightweight and easier to install or deploy than the Data agents.

In contrast to the Data agents a SRA cannot perform any more functions than a Probe, for 
example, Scans or Batch Reports are not possible with the SRAs delivered in TPC Tivoli 
Storage Productivity Center V4.1.

CIM agent
TPC uses a Common Information Model - Object Manager (CIMOM) agent to gather 
information about storage subsystem controllers and switches. The communication is based 
on the Storage Management Interface specification (SMI-S), which standardizes the type of 
information and the communication between TPC and the CIM agent.

A CIM agent can run either as en embedded service in a storage device (disk, tape or switch) 
or it can run as a proxy-agent on a server, and establish the communication between the 
storage device and TPC. The CIM agents are referred to by a variety of names, including 
CIMOM agent, SMI-S Provider, and so on.

The CIM agents are provided by the vendor of the storage device, fabric switch, or tape 
library. For storage subsystems, the CIM agents are needed for storage asset information, 
provisioning, alerting, and performance monitoring. For tape libraries, the CIM agents are 
used for asset and inventory information. The CIM agents conform to the SNIA SMI-S 
specification to provide a communication transport between IBM Tivoli Storage Productivity 
Center and the managed devices.

For fabric switches (all switch vendors), the CIM agents are used for performance monitoring. 
For a subset of switch vendors, the CIM agents are also used to collect complete topology 
and zoning information, to receive and handle fabric events represented by “CIM Indications,” 
and for zone control.

The CIM agents perform the following functions:

� Discovering the existence of fabrics and switches

� Gathering switch port information needed for performance monitoring
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� Gathering statistics for performance monitoring

� Gathering information about SAN topology (for Brocade and McDATA only)

� Gathering zoning information and allows zone control (for Brocade and McDATA only)

� Gathering event information sent by CIM Indications from the CIM agent (for Brocade and 
McDATA only)

CIM agents are typically implemented by fabric vendors in the following ways:

� One SMI-S CIM agent can manage the whole fabric. These are referred to as “Fabric 
CIMOMs”.

� Each SMI-S CIM agent manages one switch in the fabric. These are referred to as “switch 
CIMOMs”. A switch CIMOM can be imbedded in the switch.

SNMP out-of-band agents
IBM Tivoli Storage Productivity Center uses SNMP queries to discover information about the 
SAN Management Information Base (MIB) information is collected from the switches and 
directors by the out-of-band Fabric agent. Switches and directors are added as out-of-band 
Fabric agents and contacted from the IBM Tivoli Storage Productivity Center Device Server 
by SNMP.

The out-of-band Fabric agent performs the following functions:

� Gathers information about the fabric by querying the switch or director for topology 
information.

� Gathers information about the zoning and allows zone control (Brocade switch only) of the 
fabric.

� Gathers virtual SAN information for Cisco switch

Universal Agent
IBM Tivoli Storage Productivity Center Universal Agent collects information about the Tivoli 
Storage Productivity Center Health, Data Server, and Data Server services information, 
Device information, alert information, and job information.

The collected data is used to reflect the information in IBM Tivoli Monitoring / Tivoli Enterprise 
Portal (ITM/TEP). One or more TPC Servers can be set up in ITM/TEP to be monitored. For 
more information about ITM/TEP, go to:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.doc/itm6
10usersguide.htm

Importing data in TEP
There are two ways to import data in TEP: direct connection to the API of the programs or 
data import from CSV files, where only the status information about the TPC Data Server and 
Device Server is transferred between TPC and ITM/TEP.

TPC Health, Data Server, and Data Server services information (API and CSV)
The Tivoli Productivity Center information and the source are listed here:

� Data Server status (API)
� Device Server status (API)
� Services status (API)
� CIMOM connection status (CSV)
� CIMOM information such as last Discovery, Managed devices (CSV)
� Agent connection status (CSV)
� Agent information such as last Discovery and Probe, Managed devices (CSV)
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� Equivalent information about other TPC servers defined as data sources for Rollup 
Reporting (CSV)

� VMware (CSV)

Alert information 
Alert information (CSV) includes:

� Amount of all alerts
� Alerts per component such as Computer, Data, Disk, Fabric, and so on

Job Information 
Job Information (CSV) includes:

� Amount of Jobs, such as Discovery, Probe, Scans, PM 
� Job Status and Details, For example: Start Time, Finish Time, Status, Log File
� Name
� Scheduled Jobs and Details, For example: Intervals, Creator, Name

For more information, in the Tivoli Storage Productivity Center installation media, you can 
view the README.txt file located in the TPCUA.zip file (TPCUA.tar on UNIX platforms), in the 
Tool folder of Disk 1.

Other ways to gather information 
For certain environments (especially file servers), there are no supported agents available. 
Here we explain two alternative methods for data gathering:

� For NetWare servers: Install and license an agent on a machine that:

– Is running a supported Windows platform. To use Data Manager for retrieving storage 
information from the servers and volumes within NDS trees, you must install its agent 
on a Windows machine where a Novell NetWare client is already located. Data 
Manager gathers detailed storage information about NetWare servers and volumes 
using native NetWare calls from these Windows machines.

– Has an installed NetWare Client.

– Has access to the Novell NetWare servers and volumes within your environment.

� For NAS support, install and license an agent on Windows or UNIX machines from which 
the NAS filers you want to scan are visible. You do not install agents to the NAS filers 
themselves—rather, you install them to Windows, UNIX, and Linux machines that have 
access to those NAS filers (for example, install agents to Windows machines that can 
access your NAS filers, or install agents to UNIX/Linux machines that have imports for the 
file systems within the NAS filers).

See the IBM Tivoli Storage Productivity Center: Installation and Configuration Guide 
Version 4.1, GC32-1774 for more information.

1.2.10  Tivoli Common Agent Services
Tivoli Common Agent Services provides a way to deploy multiple agent code across multiple 
user machines or application servers throughout your enterprise. The deployed agent code 
collects data from managed resources and performs operations on them, on behalf of a 
management application. 

The Tivoli Common Agent Services includes an Agent Manager that provides authentication 
and authorization, and maintains a registry of configuration information about the agents and 
resource managers in your environment. The Resource Manager is a part of the Tivoli 
Common Agent Services and is the server component of products that manage subagents 
deployed on the Common Agent. 
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The Tivoli Common Agent Services also provide Common Agents to act as containers to host 
product subagents and common services. The Common Agent provides remote deployment 
capability, shared machine resources, secure connectivity, and a single-entry point on the 
client computers on which the agents reside.

Agent Manager 
The Tivoli Agent Manager provides authentication and authorization using X.509 certificates 
and the Secure Sockets Layer (SSL) protocol. Agent Manager processes queries about its 
registry of configuration information about the agents and management applications. 

Data Manager and agents must register with the Agent Manager before they can use its 
services to communicate with each other. Registration is password-protected, with separate 
passwords for agent registration and Resource Manager registration. The registry is a 
database that contains the current configurations of all known agents and resource 
managers. The registry is in a DB2 database (either remote or local). 

The Agent Manager also provides an agent recovery service, which is a network service for 
error logging for agents that cannot communicate with other Agent Manager services. Agents 
use an unsecured HTTP connection to communicate with the agent recovery service on the 
port number. Because the connection is unsecured, an agent can always communicate with 
the agent recovery service, even if the agent is incorrectly configured or has expired or 
revoked certificates. 

The agent recovery service is a WebSphere servlet container. Agents locate the agent 
recovery service using the unqualified host name TivoliAgentRecovery and port 80. The 
agent recovery service runs on the Agent Manager server. There must be an entry on your 
Domain Name System (DNS) server that maps the host name TivoliAgentRecovery to the 
computer system where you installed the Agent Manager.

1.2.11  Integration points with other applications
In this section, we describe IBM Tivoli Storage Productivity Center integration points with IBM 
Tivoli Storage Manager for backup or archival of files, IBM Tivoli Enterprise Console (TEC) or 
any other SNMP manager for alert notification 

Integration with Tivoli Storage Manager
Integration between IBM Tivoli Storage Productivity Center for Data and IBM Tivoli Storage 
Manager can provide support for the following capabilities:

� The definition of a constraint violation is a means by which an administrator can enforce a 
request to have IBM Tivoli Storage Manager archive or back up the n largest violating 
files. Another kind of constraint violation is to define acceptable and unacceptable uses of 
storage systems. For example, a constraint can be defined to prohibit storing MP3 files on 
a file server. Productivity Center for Data currently reports on the n largest of the files that 
violate the constraint (where n is configured by the administrator). 

Note: Agent Manager is optional, and is only required when you plan to deploy Data 
agents or Fabric agents. You can install Tivoli Storage Productivity Center with or without 
Agent Manager registration.

If you intend to install and use the Data agent or Fabric agent (or both), you must first 
install an Agent Manager and register your Tivoli Storage Productivity Center server with 
the Agent Manager before you install your Data agent or Fabric agent (or both). A check 
box is provided at installation for registering the Tivoli Storage Productivity Center server 
with Agent Manager.
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� Even the regularly run file reports can be modified to allow administrators to archive or 
back up selected files directly as an outcome of the reports. These file reports can identify, 
for example, a file system's largest files, orphaned files, and duplicate files. A storage 
administrator can use this feature to quickly free storage by archiving and deleting 
selected files. 

The results of the IBM Tivoli Storage Manager backup-archive commands are viewable 
through the graphical user interface (GUI). In the case of constraints configured to 
archive-backup violating files, the results are included in the agent scan job logs (scans are 
responsible for enforcing constraints). In the case of file report driven archive-backup 
operations, a new type of job (archive-backup job) is created. The results of the backup 
operations in this case are found in archive-backup job logs.

Alert notification
The main purpose of Data Manager's alerting facility is to alert you to storage-related events 
that occur within your environment. After you have defined the events or conditions for which 
you want to be alerted, you can let Data Manager monitor your storage automatically.

SNMP
For users planning to use TPC's SNMP trap alert notification capabilities, SNMP 
Management Information Base (SNMP MIB) files are included on the installation media.

The MIB is provided for use by your SNMP management console software (for example, IBM 
Tivoli NetView® or HP Openview). This will allow you to better view TPC-generated SNMP 
traps from within your management console software. 

Integration with Tivoli Enterprise Console Netcool/OMNIbus
IBM Tivoli Storage Productivity Center can use the Event Integration Facility (EIF) to send 
messages to the IBM Tivoli Enterprise Console (TEC) or the follow-on product 
Netcool/OMNIbus. This can allow one of the two central monitoring applications to consider 
IBM Tivoli Storage Productivity Center alerts in causal analysis for problems. TEC/OMNIbus 
is added as a destination for alerts, in addition to Simple Network Management Protocol 
(SNMP) Trap and Windows Event Log. The event definitions are specified in the 
tivoliSRM.baroc file, which is provided on the TPC installation media. It must be loaded to the 
active rule base running on the TEC/OMNIbus server. Based on that, the TEC/OMNIbus 
administrator can write its own correlation and automation rules for events sent by Data 
Manager. You have to provide the TEC/OMNIbus server name and the TEC/OMNIbus port to 
start sending events to the TEC/OMNIbus server.

Advanced provisioning
IBM Tivoli Storage Productivity Center supports Tivoli Provisioning Manager 5.1 for storage 
workflows. For information about how to use storage workflows, see IBM Tivoli Storage 
Productivity Center Workflow User’s Guide, SC27-2341.

Additional IBM Tivoli applications 
There are more applications in the IBM Tivoli portfolio that can be integrated with Tivoli 
Storage Productivity Center. Usually all these applications use Tivoli Storage Productivity 
Center as a tool to gather data about the storage environment. By using Tivoli Storage 
Productivity Center, they can abstract storage on a higher level and get the data in a kind of 
normalized relational database. Only a few applications also use Tivoli Storage Productivity 
Center as an interface to execute commands against storage devices, but Tivoli Storage 
Productivity Center’s command line interface TPCTOOL can do this, so these applications 
interfacing with Tivoli Storage Productivity Center do not have to deal with a huge number of 
storage devices from various vendors.
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Examples of such software applications are as follows:

� IBM Tivoli Monitoring
� IBM Tivoli Enterprise Portal
� IBM Tivoli Configuration and Change Management Database (CCMDB)
� IBM Tivoli Usage and Accounting Manager

These applications can use various interfaces that TPC provides:

� Access to the TPCREPORT database schema
� Tivoli Discovery Library Adapter (DLA)
� TEP or Universal Agent

1.3  What is new in Tivoli Storage Productivity Center since 
Version 3.1

In this section, we list all the new functions and changes that have been introduced in the 
TotalStorage Productivity Center releases since V3. The purpose of this list is to provide a 
quick recap of the evolution that Tivoli Storage Productivity Center has gone through.

1.3.1  New functions and features in 3.3.1

This topic provides information about new features, functions, and enhancements in IBM 
TotalStorage Productivity Center release 3.3.1:

� IBM System Storage Productivity Center:

TotalStorage Productivity Center now supports the IBM System Storage Productivity 
Center. The goal of IBM System Storage Productivity Center is to consolidate IBM storage 
administration and configuration utilities into a single console. 

IBM System Storage Productivity Center contains preinstalled software on a Windows 
System x machine. 

The IBM System Storage Productivity Center provides these preinstalled components:

– IBM DB2 V9.1 with Fix Pack 2
– IBM TotalStorage Productivity Center Basic Edition 3.3.1
– IBM SAN Volume Controller Console

You can also install all the components for IBM System Storage Productivity Center on 
your own server machine. 

You can optionally install Agent Manager and agents and TotalStorage Productivity 
Center for Replication 3.3.1.

� Installation changes:

– DB2 Version 9.1:

IBM TotalStorage Productivity Center supports DB2 version 9.1 Fix Pack 2 as a 
database repository. If you have DB2 version 8.1 with Fix Pack 14, you do not have to 
upgrade to DB2 version 9.1. TotalStorage Productivity Center supports both versions 
of DB2.

– Optional Agent Manager installation:

With this release, you no longer need to install the Agent Manager before you install 
TotalStorage Productivity Center. If you decide to add Agent Manager and agents at a 
later time, you can do so. If you do not install the Agent Manager, you will not be able 
to deploy the agents.
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� Launch in Context:

A script is provided that allows you to pass parameters to the TotalStorage Productivity 
Center GUI. Based on the parameters you pass to the GUI, this will allow you to 
automatically log on to the specified TotalStorage Productivity Center server and navigate 
to a specific panel.

� Improved TotalStorage Productivity Center server stability:

To improve TotalStorage Productivity Center server stability, performance improvements 
have been made to the Topology Viewer and performance monitoring jobs. DB2 has also 
been tuned to improve performance and scalability.

� Storage subsystem support:

– CIM agent Version 5.3:

TotalStorage Productivity Center supports CIM agent Version 5.3 for ESS and DS 
storage subsystems. This updated version of the CIM agent introduces a number of 
new features, most of which are designed to allow access to new features of the 
DS8000 R3, such as support for SMI-S 1.2, dynamic volume expansion and 
space-efficient FlashCopy. This release of TotalStorage Productivity Center “tolerates” 
this version of the DS CIM agent, meaning that TotalStorage Productivity Center can 
operate with a 5.3 DS CIM agent in the same way as previous versions of TotalStorage 
Productivity Center operated with previous versions of the agent. TotalStorage 
Productivity Center does not show configuration information or performance data for 
space efficient volumes.

– DS8000 Element Manager perspective is integrated with TotalStorage Productivity 
Center GUI:

The DS8000 Element Manager perspective is integrated with the TotalStorage 
Productivity Center GUI. This allows users to manage multiple DS8000 Element 
Managers within the TotalStorage Productivity Center GUI.

– SAN Volume Controller CIM agent 4.2.1:

The CIM agent 4.2.1 for SAN Volume Controller is a major upgrade from Version 4.2.0. 
This CIM agent supports SMI-S 1.2 which includes the Storage Virtualizer profile 
instead of the In-Band Virtualization profile. Also, the LUN Masking and Mapping 
subprofile has been replaced by the Masking and Mapping subprofile in SMI-S 1.2. Do 
not manage the same SAN Volume Controller cluster with two or more SAN Volume 
Controller CIM agents that are at various release versions. Mixing SAN Volume 
Controller CIM agent releases causes failures in TotalStorage Productivity Center.

� Tivoli Enterprise Portal:

A Universal Agent for TotalStorage Productivity Center is available to report TotalStorage 
Productivity Center asset information to IBM Tivoli Monitoring. This data is available for 
display in the Tivoli Enterprise Portal for reporting, charting and establishing situations in 
Tivoli Monitoring. For more information about IBM Tivoli Monitoring and Tivoli Enterprise 
Portal, see:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/index.jsp?toc==/com.ibm.
itm.doc/toc.xml. 

1.3.2  New functions and features in 3.3.2

You can use the following information to learn about new features and enhancements 
provided in IBM TotalStorage Productivity Center release 3.3.2:
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� Internet Protocol Version 6:

IBM TotalStorage Productivity Center now supports Internet Protocol Version 6 (IPv6). 
This expands the IP address from 32 bits to 128 bits. There are special considerations for 
supporting IPv6 in TotalStorage Productivity Center. 

See the TotalStorage Productivity Center Information Center and the Installation and 
Configuration Guide Version 3.3.2, GC32-1774.

� Virtual I/O Server:

TotalStorage Productivity Center supports the installation of Data agents and Fabric 
agents on the Virtual I/O Server for AIX. You must use the padmin user ID to install and 
configure the agents. For information about planning for installing the agents on the Virtual 
I/O Server, go to the Information Center at the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp

Then click TotalStorage Productivity Center  Planning  Planning for the Virtual 
I/O Server.

� AIX 6.1:

TotalStorage Productivity Center now supports AIX 6.1 for the TotalStorage Productivity 
Center server and agents. To run with AIX 6.1, you must have DB2 9.1 with fix pack 4 or 
DB2 8.1 with fix pack 16 installed.

� TotalStorage Productivity Center Universal Agent:

The instructions for retrieving the TotalStorage Productivity Center Universal Agent 
included with 3.3.1 has been changed. You no longer retrieve the Universal Agent from 
Open Process Automation Library (OPAL).

The Universal Agent package is located in one of the following TotalStorage Productivity 
Center directories:

– For Microsoft Windows: <TPC_install_dir>\tool\TPCUA.zip 
– For UNIX and Linux: /<opt or usr>/tool/TPCUA.tar 

The zip file or tar file contains a readme file that describes how to configure the Universal 
Agent.

� Hitachi Data Systems TagmaStore:

IBM TotalStorage Productivity Center now supports the Hitachi Data Systems 
TagmaStore Common Information Model (CIM) agent 5.8. This version of the CIM agent 
supports only the Array Profile and not the Virtualizer Profile. However, IBM TotalStorage 
Productivity Center supports the TagmaStore as a Storage Virtualizer. IBM TotalStorage 
Productivity Center can display information for virtual disks and local disks.

� VMware Virtual Infrastructure:

TotalStorage Productivity Center supports VMware ESX Server 3.5, VMware ESX Server 
3.5 3i, and VMware VirtualCenter 2.5. reports now show the logical unit number (LUN) 
correlation. The ESX Server 3.5 3i is the hardware-integrated hypervisor. TotalStorage 
Productivity Center also supports ESX Server 3.0 and VirtualCenter 2.0 but does not 
support the LUN correlation for these releases.

� Launch in Context feature:

The Launch in Context feature can be used to download the latest version of the IBM 
TotalStorage Productivity Center graphical user interface (GUI) on the local workstation 
using Java Web Start. The IBM TotalStorage Productivity Center GUI must have been 
previously installed on the local workstation. The Launch in Context feature downloads the 
latest version of IBM TotalStorage Productivity Center GUI on the local workstation if an 
older version has been downloaded or if the IBM TotalStorage Productivity Center GUI 
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has not been previously downloaded. If the latest version exists on the local workstation at 
the Java Web Start download location, the IBM TotalStorage Productivity Center GUI is 
not downloaded.

The feature can be run in the following ways:

– From a URL with Java Web Start. You can remotely download and launch the 
TotalStorage Productivity Center GUI, using the Launch in Context feature, and 
perform a certain number of actions on a remote system.

– From the command line with Windows, Linux, or UNIX. (The IBM TotalStorage 
Productivity Center GUI must have been previously installed on the local workstation if 
it is to be launched through the command line.)

– From the Windows Start menu.

– From the Tivoli Enterprise Portal GUI.

The additional functions that can be launched on the remote system are (this is in addition 
to the functions supported in the previous release):

– Create Volume
– Create VDisk
– Launch SAN Planner
– Launch Wasted Space report

� High-Availability Cluster Multi-Processing support on AIX:

IBM TotalStorage Productivity Center supports Data agents and Fabric agents installed on 
High-Availability Cluster Multi-Processing (HACMP™) nodes. You will be able to monitor 
the cluster resource groups. You can probe the HACMP cluster to get cluster reports and 
produce alerts when changes occur in the HACMP cluster.

The HACMP software supports both the non-concurrent and concurrent cluster resource 
groups. TotalStorage Productivity Center does not support concurrent cluster resource 
groups.

� DS8000 space-efficient volumes:

IBM TotalStorage Productivity Center supports the DS8000 space-efficient volumes. 
Using space-efficient volumes, you can copy only those blocks (which have been written 
to) to a target. Information about space-efficient volumes and their relationship to extent 
pools is collected. Information about virtual pools is collected but does not persist in the 
database. You can identify space-efficient volumes in the Topology Viewer and in reports. 
You cannot use Disk Manager to create or delete space-efficient volumes.

When you use space-efficient volumes, you cannot see the real allocated space, but you 
can see the consumable space, so you cannot create a report using summarized volume 
capacity.

� SMI-S support as the single standard interface for managing Brocade and McDATA:

TotalStorage Productivity Center now supports Storage Management Initiative 
Specification (SMI-S) as the single standard interface for managing Brocade and McDATA 
storage area networks (SANs). For these switch vendors, you no longer need the in-band 
agents for zone discovery and zone control operations. TotalStorage Productivity Center 
uses the SMI-S fabric profile and related subprofiles for inventory collection of SAN 
topology and zoning, for active configuration of zoning, and for fabric and switch alerts for 
Brocade and McDATA switches.

The use of the software interfaces for discovery of topology information (SNMP and 
GS-3), for zone inquiry (Brocade API and GS-3), and for zone control (Brocade API and 
GS-3) are still supported for these vendors to provide a choice. However, the SMI-S 
interface is the preferred mechanism for these vendors. The interfaces (SNMP and GS-3) 
are still necessary for QLogic and Cisco switches and SANs.
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� Automount maps in Sun Solaris: 

You can skip automount maps (automaps) for a discovery job on Sun Solaris. To skip 
automount maps, specify the skipAutoFS=1 parameter in the server section of the 
TPCD.config file.

1.3.3  New functions and features in V4.1

You can use this information to learn about new features and enhancements in IBM Tivoli 
Storage Productivity Center Version 4.1. This section highlights the changes since IBM 
TotalStorage Productivity Center 3.3.2.

For more information about each of the features, go to the Tivoli Storage Productivity Center 
Information Center and search for Planning for the IBM Tivoli Storage Productivity Center 
family. For information about how to use the features, see the IBM Tivoli Storage Productivity 
Center User’s Guide Version 4.1, SC27-2338.

Tivoli Storage Productivity Center V4.1 adds the following new features, functions, and 
enhancements:

� Name change:

TPC has been renamed from IBM TotalStorage Productivity Center to IBM Tivoli 
Productivity Center. All user interfaces, documentation, online help, and messages have 
also been changed to reflect the name change.

� Licensing changes:

These are the licenses available for IBM Tivoli Storage Productivity Center:

– IBM Tivoli Storage Productivity Center Basic Edition
– IBM Tivoli Storage Productivity Center Standard Edition
– IBM Tivoli Storage Productivity Center for Disk
– IBM Tivoli Storage Productivity Center for Data

The TPC Standard Edition includes TPC for Data and TPC for Disk as well as Fabric 
Manager functions of TPC (which can no longer be ordered separately). 

If you have an IBM TotalStorage Productivity Center for Fabric license only, you can 
upgrade to IBM Tivoli Storage Productivity Center Standard Edition.

If you have an IBM TotalStorage Productivity Center for Basic Edition license only, you 
can upgrade to IBM Tivoli Storage Productivity Center for Disk, IBM Tivoli Storage 
Productivity Center for Data, or IBM Tivoli Storage Productivity Center Standard Edition.

If you have an IBM TotalStorage Productivity Center for Data license only, you can 
upgrade to IBM Tivoli Storage Productivity Center for Data or IBM Tivoli Storage 
Productivity Center Standard Edition.

Note: Although great effort has been invested to change the name of the product Web 
pages, the manuals, and GUI, you can still find the old name. In most instances, the old 
name is still being used to point out a release prior to Version 4. In certain rare cases, 
the name changes have not been applied yet.

Note: There is no TPC for Fabric licence orderable anymore. Because the functionality 
of TPC for Fabric is now included in TPC Standard Edition, we typically refer to this part 
of the product simply as fabric management or as Fabric Manager.
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If you have an IBM TotalStorage Productivity Center for Disk license only, you can 
upgrade to IBM Tivoli Storage Productivity Center for Disk, IBM Tivoli Storage Productivity 
Center for Data (Disk plus Data), or IBM Tivoli Storage Productivity Center Standard 
Edition.

If you have an IBM TotalStorage Productivity Center Standard Edition license, you can 
upgrade to IBM Tivoli Storage Productivity Center Standard Edition.

For more information about which features are available for each license, see “License 
considerations” on page 40.

� Integration features:

Tivoli Storage Productivity Center provides these integration features.

– Integration of Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity 
Center for Replication

Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity Center for 
Replication, previously separated products, are now integrated. You can start the IBM 
Tivoli Storage Productivity Center for Replication user interface from within the Tivoli 
Storage Productivity Center user interface. 

The IBM Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity Center 
for Replication Installation and Configuration Guide Version 4.1, SC27-2337 also 
includes the installation, upgrade, and uninstallation information for IBM Tivoli Storage 
Productivity Center for Replication.

This integration enables you to: 

• Start the IBM Tivoli Storage Productivity Center for Replication user interface from 
within the Tivoli Storage Productivity Center user interface.

• Use the Tivoli Storage Productivity Center GUI to set up IBM Tivoli Storage 
Productivity Center for Replication SNMP alerts and IBM Tivoli Enterprise Console 
events.

• Provide a Tivoli Storage Productivity Center superuser role that has authority over 
all Tivoli Storage Productivity Center commands. IBM Tivoli Storage Productivity 
Center for Replication includes a replication administrator role that has authority to 
all IBM Tivoli Storage Productivity Center for Replication commands. IBM Tivoli 
Storage Productivity Center for Replication will honor the Tivoli Storage Productivity 
Center superuser role, giving the superuser role authority over all Tivoli Storage 
Productivity Center and IBM Tivoli Storage Productivity Center for Replication 
commands.

– Integration of Tivoli Storage Productivity Center and IBM Tivoli Integrated Portal:

Tivoli Integrated Portal is a standards-based architecture for Web administration. Tivoli 
Integrated Portal (TIP) enables developers to build administrative interfaces for IBM 
and independent software products as individual plug-ins to a common console 
network. The installation of Tivoli Integrated Portal is required to enable Single 
Sign-On for Tivoli Storage Productivity Center.

Single Sign-On is an authentication process that enables you to enter one user ID and 
password to access multiple applications. Single Sign-On integrates with the Launch in 
Context feature to enable you to move smoothly from one application to a specific 
location in a second application.

Tivoli Common Reporting is a runtime environment for reports developed with the 
Business Intelligence Reporting Tool (BIRT) report designer (not included). Reports 
can be created and integrated into TIP for repeated use. The user role management of 
TIP provides a way to limit access to information gathered by TPC on a individual 
report basis.
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– Launch in Context feature

The Launch in Context feature enables you to access external applications from the 
Tivoli Storage Productivity Center GUI. Element managers are the most prevalent 
external applications that use the Launch in Context feature. An element manager is 
usually the vendor-specific software that is used to administer a particular storage 
device. The Launch in Context feature provides starting points in the Tivoli Storage 
Productivity Center GUI so you can click a button or select a menu item to start an 
element manager.

When you install Tivoli Storage Productivity Center, Tivoli Integrated Portal, and Tivoli 
Storage Productivity Center for Replication, the components are automatically 
configured to use Launch in Context. You can access Tivoli Storage Productivity 
Center and Tivoli Storage Productivity Center for Replication from the Tivoli Integrated 
Portal GUI and you can access Tivoli Storage Productivity Center for Replication from 
the Tivoli Storage Productivity Center GUI.

There are three levels of Launch in Context ability:

• Simple launch:

This level exists in TotalStorage Productivity Center 3.3.2. Tivoli Storage 
Productivity Center discovers basic information about the device and the 
management of the device.

• Launch with parameters:

You can specify additional parameters in the URL or command-line interface when 
starting an application. The parameters that are passed enable you to navigate to a 
particular panel or state of the application that was started. You can also identify 
objects to operate on and possibly provide values to use in the operation.

• Launch with Single Sign-On:

You can enhance the Launch in Context feature to include Single Sign-On. Single 
Sign-On can be used when an external application can perform authentication 
against the same user repository as Tivoli Storage Productivity Center. A directory 
that is Lightweight Directory Access Protocol (LDAP) compliant is a common 
example of such a user repository.

External applications that do not include the WebSphere Application Server (WAS), 
require the authentication service that is provided by Tivoli Integrated Portal. For 
example, the element manager for IBM System Storage DS8000, DS8000 Storage 
Manager, uses the authentication service to handle Launch in Context with Single 
Sign-On from the Tivoli Storage Productivity Center GUI.

– Single Sign-On:

Single Sign-On is an authentication process that enables you to enter one user ID and 
password to access multiple applications. Single Sign-On enables you to access:

• Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication from the Tivoli Integrated Portal GUI.

• Tivoli Storage Productivity Center for Replication from the Tivoli Storage 
Productivity Center GUI.

• External applications such as element managers from the Tivoli Storage 
Productivity Center GUI.

The Single Sign-On feature requires a centralized user and group repository, such as 
an LDAP-compliant directory, that all participating applications can access.
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Tivoli Storage Productivity Center uses Lightweight Third Party Authentication (LTPA) 
tokens to pass the user information between applications. To use LTPA tokens for 
Single Sign-On, each participating application must possess the same set of keys to 
encode and decode the user information contained in the token. As an additional 
security feature, the LTPA tokens expire after a determined amount of time. When the 
tokens expire, you must re-enter your user ID and password information.

If you select operating system authentication, then the use of the Single Sign-On 
feature is limited. Operating system authentication does not support Single Sign-On for 
element managers, even when the element manager is installed on the same machine 
as Tivoli Storage Productivity Center.

� Storage Resource agents:

Tivoli Storage Productivity Center now supports Storage Resource agents on Microsoft 
Windows, AIX, and Linux. The Storage Resource agent probe is equivalent to the 
information that is collected by probes using the Data agent.

The Storage Resource agents do not require the Agent Manager and can be deployed to 
other systems using the Tivoli Storage Productivity Center GUI on the server system.

You can use the following functions:

– Asset reports (including HBA)
– Capacity reports
– Subsystem to host storage correlation including multipathing information
– Topology and Data Path Explorer functions

This support does not include file system scans, NAS discovery or topology, zoning and 
zone control functions, or subsystem device driver configuration. You can still use the 
Data agent and Fabric agent for this information.

� SQL access to Tivoli Storage Productivity Center database:

Tivoli Storage Productivity Center will provide a set of DB2 views within a separate 
schema that represent key information that has been collected by monitoring jobs and 
stored in the database repository. A view is a way of describing data that exists in one or 
more tables within the database repository. It does not contain data but, instead, is a 
stored set of SQL commands that define a subset of rows and columns in the base tables.

You can use the Structured Query Language (SQL) to retrieve the information from the 
views and create reports using your own tools, such as Business Intelligence and 
Reporting Tools (BIRT) or Microsoft Excel. Other applications can also use these views to 
gather and import information that is collected by Tivoli Storage Productivity Center. 

The following categories of views in the report schema will contain information collected 
by Tivoli Storage Productivity Center:

– Storage entity views:

These views include information about the properties of the entity, for example, the 
name, capacity, and freespace.

– Entities defined by Tivoli Storage Productivity Center:

These entities include Data agents, Fabric agents, alert log, Tivoli Storage Productivity 
Center server, computer groups, storage subsystem groups, file system groups, 
storage resource groups, and so forth.

– Aggregated views:

These views provide summary information for the database history, data in a database 
instance, and the Data agent file system.

– Reporting views:

These views combine several entities in one view for a report.
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– Rollup views:

These views include rollup report information from the master and subordinate Tivoli 
Storage Productivity Center servers, Data agents and Fabric agents, host cluster data, 
computer groups, host, database computer groups, fabric SAN assets, switch assets, 
storage subsystem groups, storage subsystems, and Tivoli Storage Productivity 
Center for Databases.

� Storage Optimizer:

The Storage Optimizer is a tool to help you analyze your storage networks to identify hot 
spots or bottlenecks, plan for storage growth, improve performance, and help develop 
storage migration or storage consolidation plans. Using the data in the Tivoli Storage 
Productivity Center database, the Storage Optimizer enables you to create an analysis 
report and an optimization report. The analysis report analyzes your data storage 
environment and recommends changes to improve your environment. Based on the 
analysis report, the optimization report includes storage migration or storage consolidation 
recommendations.

This feature requires a Tivoli Storage Productivity Center Standard Edition license.

� Storage resource groups:

Storage resource groups are new objects provided to help storage administrators plan, 
monitor, and report on the managed environment.

A storage resource group is a set of entities managed by Tivoli Storage Productivity 
Center. These entities can be servers, switches, storage subsystems, fabrics, storage 
pools, and storage volumes. Storage resource groups can be a group of heterogeneous 
objects and can also contain other storage resource groups without any connectivity.

Policies for provisioning (volume creation and selection, profiles, zoning and multipathing 
configuration) can be specified and associated with storage resource groups. These 
policies are used by the SAN Planner to populate default settings.

Storage resource groups are used primarily for planning functions but is also available 
with the Tivoli Storage Productivity Center Basic Edition license. With the basic license, 
you can create and view storage resource groups in the Topology Viewer. When you have 
TPC for Disk, you can define and change the profiles. With the Standard Edition license, 
the planner function is enabled and you can use storage resource groups as input. 

Storage resource groups also work with these profiles:

– Provisioning profiles:

These profiles describe the requirements such as total capacity, number of volumes, 
Redundant Array of Independent Disks (RAID) level, the Workload Profile, volume 
name prefix, multipathing options, zoning options, and so forth.

– Workload profiles:

These profiles describe the requirements that define the performance characteristics of 
newly provisioned capacity.

� IBM General Parallel File System:

Tivoli Storage Productivity Center supports the monitoring of the IBM General Parallel File 
System (GPFS™) 3.2 on AIX. GPFS provides access to critical file data. GPFS also 
provides concurrent high-speed file access to applications that are running on multiple 
nodes of an AIX cluster, a Linux cluster, or a heterogeneous cluster of AIX and Linux 
nodes. In addition to providing file storage capabilities, GPFS provides storage 
management, information life cycle tools, and centralized administration, and allows for 
shared access to file systems from remote GPFS clusters.
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� Installation changes:

– Installation of IBM Tivoli Integrated Portal:

Tivoli Storage Productivity Center now installs IBM Tivoli Integrated Portal along with 
Tivoli Storage Productivity Center.

– IBM Tivoli Storage Productivity Center for Replication:

The IBM Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity Center 
for Replication Installation and Configuration Guide SC27-2337 also includes the 
installation, upgrade, and uninstallation information for IBM Tivoli Storage Productivity 
Center for Replication. IBM Tivoli Storage Productivity Center for Replication is now 
installed with IBM Tivoli Storage Productivity Center.

– IBM DB2 Database for Linux, UNIX, and Windows:

Tivoli Storage Productivity Center now supports DB2 9.5. You will be able to migrate 
your Tivoli Storage Productivity Center databases from DB2 9.1 or DB2 8.2 to DB2 9.5. 
DB2 9.5 is optional. Tivoli Storage Productivity Center still supports DB2 9.1.

– Embedded WebSphere 6.1 and JRE 1.5:

The Device Server is upgraded to run under Embedded WebSphere 6.1 (from 
Embedded WebSphere 6.0.2). The Data Server, GUI, and CLI are upgraded to use 
JRE version 1.5. The InstallShield uses JRE 1.5 during the installation and 
uninstallation process when Tivoli Storage Productivity Center is installed using the 
disk1 image. The image to perform local agent installations uses JRE version 1.4.2.

– Silent installation:

Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity Center for 
Replication do not support silent installation except for the Data agents and Fabric 
agents.

� New device and application support:

– IBM System Storage DS8000 4.2.

– IBM System Storage SAN Volume Controller 4.3.1.

– Microsoft SQL Server 2005 and Microsoft SQL Server 2008 databases

Tivoli Storage Productivity Center can now monitor the Microsoft SQL Server 2005 and 
Microsoft SQL Server 2008 databases. You must configure Microsoft SQL Server 
before you can monitor the database. For information about configuration, see the 
Information Center. Search for Configuring Microsoft SQL Server 2005 or 2008.

– EMC PowerPath:

With Tivoli Storage Productivity Center, you can now use EMC PowerPath storage 
systems such as CLARiiON and Symmetrix. Using these storage systems, you can 
discover host volume information and display detailed information for the volume for 
capacity planning purposes. Connection reports can show the connectivity from the 
host to the storage subsystems.

EMC PowerPath Version 4.0 or later is supported.

– Network Appliance™ (NetApp®):

With Tivoli Storage Productivity Center, you can use the Network Appliance SMI-S 
agent to support block storage devices (see “Planning for IBM N Series/NetApp and 
EMC PowerPath” on page 48). The SMI-S agent supports the SMI-S 1.2 array profile.
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– IBM XIV® Storage System:

– Multipath subsystem device drivers:

Tivoli Storage Productivity Center supports these subsystem device drivers (SDD):

• AIX SDD
• Windows SDD
• Windows SDD DSM
• Linux SDD
• HP SDD
• Solaris SDD
• Novell SDD (reporting only)
• AIX SDD PCM
• Linux DM_Multipath

– IBM System Storage N Series Gateway servers:

IBM Tivoli Storage Productivity Center supports IBM System Storage N Series 
Gateway servers as Other NAS. This support allows you to monitor and report on file 
systems through the Windows CIFS or UNIX NFS shares that are accessible to the 
scan or probe jobs for the Data agent. No back-end storage information such as 
controllers, disks, and logical volumes is collected or reported.

� High-Availability Cluster Multi-Processing:

This release provides additional support for High-Availability Cluster Multi-Processing 
version 5.5.

� Tivoli Enterprise Portal:

A Universal Agent for Tivoli Storage Productivity Center that utilizes a set of Tivoli Storage 
Productivity Center Web services calls to gather information and provide results files that 
will display enhanced information such as job status and Tivoli Storage Productivity 
Center status in the IBM Tivoli Integrated Portal.

� Terminology changes:

The Tivoli Storage Productivity Center documentation uses the term “storage subsystem” 
and the Tivoli Storage Productivity Center for Replication documentation uses the term 
“storage system”. Both terms refer to the devices used for storage management.

Important: The XIV Storage System information provided in the Tivoli Storage 
Productivity Center 4.1 documentation is only for planning purposes until the 
supported XIV Storage System software (CIMOM) is available. Tivoli Storage 
Productivity Center support is targeted for a future XIV Storage System software 
release. A flash will be issued when Tivoli Storage Productivity Center support for 
XIV Storage System is available. 

XIV Storage System will have an embedded CIM agent that Tivoli Storage 
Productivity Center will use to run discovery and probe jobs.

You will be able to start the XIV Storage System GUI from within Tivoli Storage 
Productivity Center if the GUI is installed on the same system as the Tivoli Storage 
Productivity Center GUI. The XIV Storage System GUI will be supported on 
Windows and Linux.

Both Data agent and Storage Resource agent will support the XIV Storage System.

For more information about XIV Storage System planning, see the Installation and 
Configuration Guide Version 4.1, SC27-2337.
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You can access the frequently-asked questions under the Reference section in the 
information center or in Appendix B of the IBM Tivoli Storage Productivity Center User’s 
Guide Version 4.1, SC27-2338.

1.4  Functions no longer supported

The following functions are no longer supported:

� Starting the GUI as a Java applet is not supported:

Starting the TotalStorage Productivity Center GUI as a Java applet is no longer supported. 
To start the TotalStorage Productivity Center GUI remotely, use the Java Web Start 
support, as documented in the Installation and Configuration Guide Version 4.1.

This support for starting the GUI as a Java applet was removed in TPC Version 3.3.1.

� TotalStorage Productivity Center Assistant is no longer supported:

TotalStorage Productivity Center Assistant is no longer available as a separate tool. The 
links that were previously provided by this tool have been merged into the user interface 
under the Help menu. This includes links to the Tivoli Storage Productivity Center 
Information Center, supported products matrixes, and product demonstration Web pages.

The TPC Assistant was removed in Version 3.3.2.

� Servers with less than 4 GB of RAM cannot install TPC:

TPC will no longer install on systems with less than 4 GB of RAM. If the system has 
between 4 GB and 8 GB, the installer will issue a warning message. This raised 
prerequisite is due to the fact that with the installation of TIP and TPC-R, more resources 
will be needed.

The memory requirements have been changed with TPC Version 4.1.

� Support is dropped for DB2 Version 8:

DB2 Version 8 is no longer supported as the database for TPC. From TPC Version 4.1 
onwards, only DB2 version 9.1 and 9.5 is supported.

� SSPC changes regarding performance upgrade:

Starting with the new model MC3 of the SSPC (type 2805) there is no performance 
upgrade kit available anymore. The system is already equipped with 8 GB of RAM and two 
CPUs.

1.5  Product features

This section describes significant features of Tivoli Storage Productivity Center.

1.5.1  Topology Viewer

The Topology Viewer is designed to provide an extended graphical topology view; that is, a 
graphical representation of the physical and logical resources (such as computers, fabrics, 
and storage subsystems) that have been discovered in your storage environment (see 
Figure 1-3). In addition, the Topology Viewer depicts the relationships among resources; 
for example, the disks comprising a particular storage subsystem, as well as connections 
between entities with the Data Path Explorer. Detailed, tabular information, such as the 
attributes of a disk, is also provided. 
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Figure 1-3   Topology Viewer

The overall goal of the Topology Viewer is to provide a central location to view a storage 
environment, quickly monitor and troubleshoot problems, and gain access to additional tasks 
and functions within the TPC User Interface as well as start external element managers 
without users loosing their orientation to the environment. This kind of flexibility through the 
Topology Viewer User Interface displays better cognitive mapping between the entities within 
the environment, and provides data about entities and access to additional tasks and 
functionality associated with the current environmental view and the user's role.

When you use the User Defined Property (UDP) fields for computers, devices, Storage 
Resource Groups the Topology Viewer can use the related information to group the objects in 
multiple ways. For example, use UDP1 for describing the location (datacenter) of the entity 
and have the Topology Viewer group the entities by UPD1 so that all entities are grouped by 
data center (you might want to turn off the grouping by health status for this).

1.5.2  Policy-based management for file systems and databases

Tivoli Storage Productivity Center can enable you to define and enforce storage policies 
through user-defined alerts, quotas, and constraints, notifying the user by e-mail, pager, or 
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the event log, or a systems management console for events such as when a quota has been 
exceeded or a constraint violated. This function is available with TPC for Data or TPC 
Standard Edition.

The aim is not be just to find a problem; you need a way to fix problems. Tivoli Storage 
Productivity Center for Data can provide automated solutions through event management. 
For example, if Tivoli Storage Productivity Center for Data discovers data that has not been 
accessed in more than a year, it can trigger Tivoli Storage Manager to archive this data.

This feature allows you to effectively manage your storage. Benefits include the consistent 
implementation of storage resource management policies across platforms, automated 
scheduled reporting, and automated file system extension.

1.5.3  Storage provisioning and zoning (SAN Planner and wizard)

Tivoli Storage Productivity Center allows you to create volumes on attached storage 
subsystems, and by that it provides a single interface for many and various storage 
subsystems. The prerequisite is that the subsystem has already been set up and formatted, 
so that storage volumes can be allocated from the pools and assigned to servers.

If Fabric management is configured, the volume creation wizard will also perform any 
necessary zone changes for you. This function is great for heterogeneous environment. An 
operator or administrator cannot be an expert in using all the various switch and storage 
vendors element management tools.

With the SAN Planner tool, you can do more advance planning for creating new volumes, 
because it allows you to specify workload profiles, multipath driver options, and zoning 
details.

1.5.4  Subsystem reporting

Tivoli Storage Productivity Center gathers and reports on disk subsystems. Information 
includes physical characteristics, such as the drive's manufacturer, model, serial number, 
capacity, and rotational speed. Also included is how that drive's storage is allocated to logical 
volumes, snapshot copy volumes, and free space. This feature provides asset and capacity 
reporting. Information available includes:

� Displaying the physical disks behind what the host sees as a disk drive
� Showing the allocated and free capacity of subsystems in the network
� Showing which hosts have access to a given subsystem volume
� Showing which hosts have access to a given disk drive (within the subsystem)
� Showing which subsystem volumes (and disks) a host has access to
� Showing detailed characteristics of storage subsystems, such as disks, volumes, storage 

pools, and more
� Obtaining SAN Volume Controller specific reporting, such as volume to back-end volume

The extent of the information available is subject to the vendor's implementation of Storage 
Management Initiative Specification (SMI-S.

1.5.5  Performance reporting of storage subsystems and switches

Tivoli Storage Productivity Center provides the ability to collect performance data for storage 
subsystems and switches. The data is stored and aggregated within the TPC databases well 
as expired over time. The intervals of performance data collection and inserting data into the 
database are specified in the performance data collection jobs individual configuration panel.
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After being recorded in its database, the user can bring up predefined performance reports or 
create individual reports. The reporting function provides filtering, sorting and basic charting 
capability. In addition the tabular report allow to drill-up and down form entity to entity. 

The three main TPC performance management functions (performance monitoring, 
performance threshold/alerts, and performance reports) together give you a comprehensive 
Performance Management environment on the entire SAN infrastructure, from the HBA, 
through the Fibre Channel switches and storage subsystems and volumes as well.

1.5.6  Monitoring and alerts

In IBM Tivoli Storage Productivity Center you can define alerts that monitor storage assets, 
discover newly added storage resources on your network, set up thresholds, and more. Alerts 
triggered based of your specification can than send notifications by e-mail, an SNMP trap, 
Tivol TEC/OMNIBUS or a UNIX or Microsoft Windows Event log. application. TPC generates 
these type of alerts based on its regular discoveries, probes, and scans, and provides input to 
an enterprise monitoring solution.

1.5.7  Additional functions

In this section, we discuss function provided in Tivoli Storage Productivity Center for Data.

Automatic file system extension: TPC for Data
Through monitoring, Tivoli Storage Productivity Center for Data (TPC for Data) detects when 
a file system has exceeded a user-defined threshold and automatically extends the file 
system to prevent an out of space condition. When used in conjunction with certain IBM 
storage devices, a LUN is created and provisioned to the file system automatically.

A probe runs on agents and sends file system statistics to the server. The server compares 
the current file system state against the policy and invokes provisioning and extension as 
necessary.

Chargeback support: TPC for Data
Tivoli Storage Productivity Center for Data offers an end-to-end system for invoicing your cost 
centers based on their storage usage. Tivoli Storage Productivity Center for Data makes your 
data owners aware of and accountable for their data usage, helping to keep storage costs 
distributed accurately across an organization.

NAS support: TPC for Data
Tivoli Storage Productivity Center for Data can enable storage administrators to monitor, 
report on, and manage NAS resources. Tivoli Storage Productivity Center for Data is 
designed to provide a universal view of direct-attached and network-attached storage, from a 
file system or application perspective. For Network Appliance files, Tivoli Storage Productivity 
Center for Data monitors, reports on, and manages physical disk information, such as total 
disk capacity and disk usage information. 

By providing this information as part of a universal view of enterprise storage, storage 
administrators can manage storage from a logical (file system) perspective as well as a 
physical (disk) perspective. Administrators can also view information for a single filer, a group 
of filers, a user or group of users, or all filers enterprise-wide, enabling them to manage all 
enterprise storage resources from a single Web-based interface, to help them reduce costs 
and increase availability by pinpointing and solving problems more effectively.
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Chapter 2. Planning for installation of Tivoli 
Storage Productivity Center 

In this chapter, we discuss the hardware and software requirements for the installation of 
Tivoli Storage Productivity Center. Special considerations that you have to be aware of during 
the installation are included. 

2
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2.1  Planning for installation

Before installing, we recommend that you check the Tivoli Storage Productivity Center  
support site for any available Flashes or Technotes. To do so, visit the following URL:

http://www-01.ibm.com/software/sysmgmt/products/support/IBMTotalStorageProductivit
yCenterStandardEdition.html

Then click Troubleshoot in the top-right table, and click Browse by document type  
Flashes and Browse by document type  Technotes to search for the latest available 
support information.

2.1.1  Integration of Tivoli Integrated Portal

Tivoli Integrated Portal is a standards-based architecture for Web administration. Tivoli 
Integrated Portal enables developers to build administrative interfaces for IBM and 
independent software products as individual plug-ins to a common console network. With 
Tivoli Storage Productivity Center V4.1, the installation includes Tivoli Integrated Portal. Tivoli 
Integrated Portal is required to enable Single Sign-On for Tivoli Storage Productivity Center.

2.1.2  Integration of Tivoli Storage Productivity Center for Replication

With Tivoli Storage Productivity Center V4.1, Tivoli Storage Productivity Center and Tivoli 
Storage Productivity Center for Replication, which were previously separated products, are 
now integrated. You can start the IBM Tivoli Storage Productivity Center for Replication user 
interface from within the Tivoli Storage Productivity Center user interface.

2.1.3  Hardware and software requirements

The IBM Tivoli Storage Productivity Center server can require a large amount of memory, 
network bandwidth, and processor resources. In many cases, the server performs best when 
other applications are not installed on the same system.

Refer to the following URL for the latest version of the list of supported platforms:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&conte
xt=SSMMUP&context=SS8JB5&context=SS8JFM&uid=swg21384678&loc=en_US&cs=utf-8&lang=en

Processor requirements
This section provides information about the minimum processor hardware requirements 
needed for the Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication servers.

For Tivoli Storage Productivity Center:

� Intel® - Dual processor 3.2 GHz
� System p® - Dual POWER5™

For Tivoli Storage Productivity Center for Replication:

� For Windows or Linux: 1 x Intel Quad-Core Xeon or greater
� For AIX: System p: IBM POWER4™ or IBM POWER5 processor, 1 GHz

Important: The Tivoli Storage Productivity Center server must be a dedicated computer 
and not be shared with other applications.
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Memory requirements
This section provides information about the minimum memory hardware requirements 
needed for the Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication servers.

The Tivoli Storage Productivity Center server requires 8 GB of RAM. If you have at least 4 GB 
but less than 8 GB of RAM, you can still install Tivoli Storage Productivity Center and Tivoli 
Storage Productivity Center for Replication. However, you will get a warning message during 
installation.

If you have less than 8 GB of RAM, you have to run only Tivoli Storage Productivity Center or 
Tivoli Storage Productivity Center for Replication on a single server because of system load. 
For information about how to disable Tivoli Storage Productivity Center or Tivoli Storage 
Productivity Center for Replication after installation, see “Disabling Tivoli Storage Productivity 
Center or Tivoli Storage Productivity Center for Replication” on page 467.

Disk space requirements
This section provides information about the minimum disk space requirements needed for the 
Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for Replication 
servers.

� For installations on Windows, you need 6 GB of available disk space and 500 MB in the 
Windows temporary directory.

� For installations on AIX or Linux, you need a total of 6 GB of free disk space:

– 2.25 GB for the /tmp directory
– 3 GB for the /opt directory
– 250 MB in the /home directory
– 10 KB of free space in /etc directory
– 200 MB in the /usr directory
– 50 MB in the /var directory

� Additional disk space will be required for installation of the prerequisite components (IBM 
DB2® and Agent Manager).

� On AIX, the paging space must be increased to 1 GB. For information about paging swap 
space, go to the AIX documentation site for information about the mkps or chps 
commands.

http://publib.boulder.ibm.com/infocenter/systems/scope/aix/index.jsp

Note that after you have installed Tivoli Storage Productivity Center and start collecting data, 
you will need a large amount of disk space for the database repository. The amount of data 
collected depends on many factors, including how many devices you have, how long you 
keep the data, and how frequently you collect data. Various users have experienced disk 
space usage of about 40 GB to 80 GB.

Note: For large environments, the Tivoli Storage Productivity Center GUI must be 
installed on a separate system from the Tivoli Storage Productivity Center  server.

For a stand-alone GUI, a minimum of 2 GHz processor (single) and up to 2 GB of RAM is 
required if a large server is used.

Note: To run Tivoli Storage Productivity Center on AIX requires at least 6 GB of RAM. If 
you cannot run with 6 GB of RAM, increase your paging swap space. For information 
about paging swap space, see the man pages mkps or chps.
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Supported operating systems
Before installing, be sure to check the support site for the latest platform support:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&context=SSMN28&conte
xt=SSMMUP&context=SS8JB5&context=SS8JFM&uid=swg21384678&loc=en_US&cs=utf-8&lang=en

For additional information, refer to IBM Tivoli Storage Productivity Center  Installation and 
Configuration Guide, SC27-2337, Chapter 1. Planning for the IBM Tivoli Storage Productivity 
Center family.

Tivoli Storage Productivity Center supports the following operating systems:

� IBM AIX 5.3:

– POWER4 or later
– Requires AIX 5300-01 maintenance level and APAR IY70336
– 32-bit or 64-bit
– 64-bit environment runs in 32-bit compatibility mode

� IBM AIX 6.1:

– POWER5 or later
– Requires DB2 9.1 fix pack 4 or later; for IPV6–only machines, needs DB2 9.1 with fix 

pack 2 or later
– Requires a C++ run time library level of xlC.aix50.rte.9.0.0.5 or later
– 32-bit or 64-bit
– 64-bit environment runs in 32-bit compatibility mode

� Windows 2003 Standard Edition or Enterprise Edition, Release 1 or Release 2:

– Release 2 on x346 hardware (Intel Dual Xeon 64-bit processors)
– 32-bit or 64-bit
– 64-bit environment runs in 32-bit compatibility mode

� Windows 2008 Standard Edition or Enterprise Edition:

– Requires DB2 9.1 with fix pack 5 or later
– 32-bit or 64-bit
– 64-bit environment runs in 32-bit compatibility mode

� Red Hat® Enterprise Linux AS Version 4.0:

– x86 only
– 32-bit or 64-bit

� Red Hat Enterprise Linux AS Version 5.x:

– x86 only
– 32-bit or 64-bit
– Requires 32-bit version of libXp.so.6, which is available on the Red Hat installation 

media: <DVD>/Server/libXp-1.0.0-8.1.el5.i386.rpm

Tip: The database repository must be installed across multiple physical disks, either 
through operating system striping or hardware RAID, to ensure adequate performance of 
Tivoli Storage Productivity Center operations that involve database queries.

We recommend using a minimum of three disks that are separate from the Tivoli Storage 
Productivity Center server’s host operating system location and Tivoli Storage Productivity 
Center product installation directory location.
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� VMware® v2.5x, 3.0.x, 3.5.x

– Windows 2003 Guest
– Red Hat Enterprise Linux AS 3.0 Guest
– Red Hat Enterprise Linux AS 4.0 Guest

Supported database repositories
Tivoli Storage Productivity Center supports DB2 as the database repository:

� DB2 Enterprise Server Edition version 9.1 with fix pack 2 or later
� DB2 Enterprise Server Edition version 9.5 with fix pack 3a or later

For additional information, refer to Chapter 1. “Planning for the IBM Tivoli Storage 
Productivity Center family” in the IBM Tivoli Storage Productivity Center  Installation and 
Configuration Guide, SC27-2337.

Graphical installation
A console or remote-connectivity application such as KDE, Remote Desktop, or VNC is 
required during installation of Tivoli Storage Productivity Center. The installation program is 
interactive (as opposed to silent).

If you plan to install a TPC instance running on AIX or Linux, you have to ensure that you 
have a correctly set-up X11environment. For details on how to set up an X11 environment, 
refer to Appendix A, “Report and Data Source Import Configuring X11 forwarding” on 
page 621.

2.1.4  Considerations for 64-bit environments

This section provides information about running IBM Tivoli Storage Productivity Center in a 
64-bit environment. If you are running Tivoli Storage Productivity Center in a 64-bit 
environment, note the following considerations:

� All Tivoli Storage Productivity Center programs running in a 64-bit environment will be run 
in 32-bit compatibility mode.

� The database that Tivoli Storage Productivity Center uses can be running in a 64-bit 
instance if DB2 v9 is used.

� The Tivoli Storage Productivity Center agents must be running in a 32-bit native mode or 
compatibility mode environment.

� The databases to be monitored by Tivoli Storage Productivity Center must be in a 32-bit 
native mode or compatibility mode environment.

� Tivoli Storage Productivity Center can monitor DB2 in 64-bit native mode on Windows and 
AIX as long as the DB instance is created in 32-bit mode.

� When installing Tivoli Storage Productivity Center on a 64-bit Windows machine, the 
default directory will be shown as:

C:\Program Files (x86)\IBM\TPC

This default location must be changed for the installation to be successful. The suggested 
installation folder name is one of these:

C:\IBM\TPC 
C:\Program files\IBM\TPC

Note: The AIX and Linux install/upgrade programs can be run only in graphical mode. 
At the time of publishing this book, the console mode and the silent mode are not 
supported installation types.
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When installing DB2 on a 64-bit Windows machine, change the default installation path so 
that it is not either of these:

C:\Program Files (x86)\IBM\SQLLIB
C:\Program Files\IBM\SQLLIB

The Windows installer puts back the (x86) into the directory path and this prevents the 
TPC Device Server from starting.

After being installed, the Tivoli Storage Productivity Center program will run in Windows 
32-bit compatibility mode.

2.1.5  Network considerations

This section provides information about the minimum disk space requirements needed for the 
Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for Replication 
servers.

It is strongly recommended to use fully qualified host names wherever possible during the 
installation and configuration of TPC. Be sure that name resolution is properly set up before 
installing Tivoli Storage Productivity Center . Especially check these requirements:

� The TPC server needs a static IP address—do not use DHCP.

� The TPC server’s IP address needs to be mapped to its fully qualified host name:

– Either by an appropriate DNS entry

– Or by an appropriate entry in the following file:

• On Windows: C:\WINDOWS\system32\drivers\etc 

• On Linux / UNIX®: /etc/hosts 

• An appropriate entry has the following format:

<IP-Address> <fully qualified hostname> <short hostname> 

Here, <IP-Address> is the server’s static IP address, <fully qualified hostname> 
is the server’s “long” host name, including its suffix, and <short hostname> is the 
host name without its suffix.

� The TPC server’s host name as returned by the hostname command must be the same as 
the host name that is mapped to its IP address (use the nslookup command to verify).

� Refer to your operating system documentation for additional information.

Multiple NIC cards are not supported on the Tivoli Storage Productivity Center server. If you 
do have multiple NIC cards, you must make sure that the first NIC card in the list is the one 
that all the agents can communicate with.
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Firewall considerations
The TCP/IP ports shown in Table 2-1 are used by the Tivoli Storage Productivity Center 
server—be sure to grant appropriate access when using firewalls.

Table 2-1   Required TCP/IP ports

Considerations for Internet Protocol Version 6
IBM Tivoli Storage Productivity Center supports Internet Protocol Version 6 (IPv6) for 
communication between its components. The key IPv6 enhancement is the expansion of IP 
address spaces from 32 bits (up to 15 characters in length) to 128 bits (up to 45 characters in 
length).

You can install and run Tivoli Storage Productivity Center on computers that are enabled for 
IPv4, IPv6, or dual stack. Dual stack indicates that a machine has both the IPv4 and IPv6 
stacks enabled and both addresses configured.

Component Default Port Inbound / Outbound
(server perspective)

Data Server 9549, 9559 Both

Device Server 9550 Both

Common Agent 9510, 9514, 
9515

Outbound

Agent Manager 80, 9511, 9513 Inbound

Agent Manager 9512 Both

Remote installation of UNIX agent 22, 512, 514 Outbound

Remote installation of UNIX agent 601 Inbound

Remote installation of Windows agent 139 Outbound

Device Server to CIM agent 5988, 5989, 
6989, 6989

Outbound

VMware VI Data Source to VirtualCenter or ESX server 80, 443 Outbound

Tivoli Integrated Portal to LDAP Authentication 389 Outbound

DB2 50000 Inbound

Tivoli Storage Productivity Center with DS8000® GUI 8451, 8452 Outbound

Tivoli Storage Productivity Center and Tivoli Storage 
Productivity Center for Replication

162 Inbound

Tivoli Storage Productivity Center for Replication 3080, 3443, 
5110, 5120

Inbound

Tivoli Storage Productivity Center for Replication 2433, 1750, 22 Outbound

Tivoli Integrated Portal 16310, 16311, 
16312, 16313, 
16315, 16316, 
16318, 16320, 
16322, 16323

Inbound
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For installation considerations regarding IPv6, refer to Chapter 1. “Planning for the IBM Tivoli 
Storage Productivity Center family”, section “Planning for Internet Protocol Version 6” in the 
IBM Tivoli Storage Productivity Center  Installation and Configuration Guide, SC27-2337, 

Note that not all components and their related functions of Tivoli Storage Productivity Center 
are enabled for IPv6. Any functions that are not enabled for IPv6 will be unavailable through 
the user interface when you install Tivoli Storage Productivity Center on an IPv6-only system.

2.1.6  Security considerations

This section provides information about the user IDs and user rights required to install IBM 
Tivoli Storage Productivity Center.

Before installation, identify or create one unique Windows administrator user ID or UNIX user 
ID with root authority to be used for installing all Tivoli Storage Productivity Center products. 
To create the database schema, the user ID also needs database administrator authority. 
This user ID is required only to install the product and is not required to run the product.

To install Tivoli Storage Productivity Center on Windows, the user ID must belong to the 
administrators and DB2ADMNS group and have the user rights described next. This user ID 
can be for a local account or domain account.

On UNIX or Linux, the user must have root authority.

The following user rights are required on Windows 2003 and 2008 for installation:

� For Device Server or Data Server:

– Log on as a service
– Act as part of the operating system
– Adjust memory quotas for a process
– Create a token object
– Debug programs
– Replace a process-level token

Note that this user ID is automatically given the appropriate user rights when you install 
DB2.

� For Data agent or Fabric agent:

– Act as part of the operating system
– Log on as a service

� For GUI or CLI:

– None

� For Database schema:

– Needs to be in DB2ADMNS group and Administrators group.

Lightweight Directory Access Protocol
For information about the usage and setup steps to use a Lightweight Directory Access 
Protocol (LDAP) server for authentication in TPC and how it can enable the Single Sign-On 
functionality, refer to “LDAP authentication” on page 336. 
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2.1.7  Installation components

This section provides information about the installable components of IBM Tivoli Storage 
Productivity Center. Remember that with Tivoli Storage Manager V4.1, it is not required that 
you install Agent Manager. 

Installation images
If you are installing IBM Tivoli Storage Productivity Center and IBM Tivoli Storage Productivity 
Center for Replication using the electronic images, there are two installation images:

� disk1: Contains all the Tivoli Storage Productivity Center components. Also contains the 
files to perform remote Data agent installations.

The disk1 image is in two parts. Both parts must be downloaded to the same directory.

For Storage Resource agents, the image is located in the following location:

<DVD>/data/sra/<operating_system_name>

The supported operating systems for the Storage Resource agents are listed in Table 2-2. 

Table 2-2   Storage Resource agent supported platforms

� disk 2: Contains the files to perform local agent installations. This image also contains the 
installation script for the Virtual I/O server. Download the file for the platform you want the 
agent to reside on.

The disk2 location and operating system file name is the same as the disk1. 

If you are installing Tivoli Storage Productivity Center using DVD and CD, note the contents of 
the media:

� DVD: Contains all the components for Tivoli Storage Productivity Center.
� CD: Contains the disk2 image for local agent installations.

2.1.8  Agent Manager 

Agent Manager is optional, and is only required when you plan to deploy Data agents or 
Fabric agents. 

You can install Tivoli Storage Productivity Center (Tivoli Storage Productivity Center server) 
with or without Agent Manager registration.

With Agent Manager registration
If you intend to install and use the Data agent or Fabric agent (or both), you must first install 
an Agent Manager and register your Tivoli Storage Productivity Center server with the Agent 
Manager before you install your Data agent or Fabric agent (or both). A check box is provided 
at installation for registering the Tivoli Storage Productivity Center server with Agent 
Manager.

Operating system Operating system name

AIX aix_power

Linux x86 linux_ix86

Linux Power linux_power

Linux s390 linux_s390

Windows windows
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Without Agent Manager registration
If you do not intend to install or use the Data agent or Fabric agent (or both), you do not need 
to install an Agent Manager and there is no need to check the check box to register the Tivoli 
Storage Productivity Center server with Agent Manager at the time of installation.

You need to install the Data agent and Agent Manager if you want to run Tivoli Storage 
Productivity Center batch reports.

2.1.9  Tivoli Storage Productivity Center for Replication

The installation for Tivoli Storage Productivity Center for Replication has changed with TPC 
V4.1 release. You must now install Tivoli Storage Productivity Center with Tivoli Storage 
Productivity Center for Replication.

If you do not want the options available with Tivoli Storage Productivity Center, the quickest 
way to install Tivoli Storage Productivity Center for Replication is to use typical installation, 
without Agent Manager registration.

Tivoli Storage Productivity Center for Replication uses an internal database repository and 
does not use DB2. However, you must still install DB2 because Tivoli Storage Productivity 
Center requires the use of DB2 for the database repository.

These are the general steps to install Tivoli Storage Productivity Center and Tivoli Storage 
Productivity Center for Replication. Refer to the installation chapters, “Tivoli Storage 
Productivity Center installation and upgrade on AIX” on page 179, “Tivoli Storage Productivity 
Center installation and upgrade on Windows” on page 53, and “Tivoli Storage Productivity 
Center installation on Linux” on page 263 for installation specifics. 

1. Install DB2. 

2. Install Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication.

The minimum components to install (without Agent Manager and agents) are:

– Data Server
– Device Server
– Tivoli Integrated Portal
– Tivoli Storage Productivity Center for Replication

For information about configuration and usage information for Tivoli Storage Productivity 
Center for Replication, see the Information Center at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp

Click Tivoli Storage Productivity Center for Replication.

2.1.10  License considerations

In this section, we list the functions of Tivoli Storage Productivity Center and the license that 
is required to perform them (see “TPC package comparison” on page 41 and “TPC feature 
matrix” on page 42). 

Note that there is no separate license for Tivoli Integrated Portal and Tivoli Common 
Reporter. It is included in the TPC license.

Tivoli Storage Productivity Center for Replication does not come in the package with a 
license. To use the functions of Two Site and Three Site BC, a license is required. 
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Table 2-3   TPC package comparison

Data Source Functionality Required TPC License

Hypervisor

Probe Data Edition

Storage Resource agent

Host Probe Basic Edition

Storage Resource agent / Fabric agent

Fabric Probe Basic Edition

Fabric Provisioning Basic Edition

Fabric Health Monitoring Basic Edition

Data agent

NetApp/NAS Probe Data Edition

Database Probe Data Edition

Deep File System Scans Data Edition

Batch Reporting Data Edition

Storage Resource agent / Data agent

Planning Standard Edition

Analytics Standard Edition

Fibre Channel Switch

Probe Basic Edition

Provisioning Basic Edition

Health Monitoring Basic Edition

Performance Monitoring Standard Edition

Planning Standard Edition

Analytics Standard Edition

Storage Subsystem

Probe Basic Edition

Provisioning Basic Edition

Health Monitoring Basic Edition

Performance Monitoring Disk Edition

Planning Standard Edition

Analytics Standard Edition

 

 

 

Chapter 2. Planning for installation of Tivoli Storage Productivity Center 41



 

Table 2-4   TPC feature matrix

TPC 4.1 feature
Basic 
Edition

Disk 
Edition

Data 
Edition

Standard 
Edition

Device Discovery / Configuration X X X X

Topology Viewer and Storage Health 
Management

X X X X

Launch of Device Element Managers X X X X

Basic Asset & Capacity Reporting X X X X

Storage System Event Management X X X X

Consolidated view of storage infrastructure 
(Disk / SAN / Capacity)

X X X X

Manage IBM and heterogeneous storage from a 
single management tool

X X X X

Multiple DS machines, can see environment 
side-by-side not available with DS8000 storage 
manager

X X X X

New subsystem reports (asset) not available with 
DS GUI

X X X X

Storage subsystem alerts (capacity change, 
volume change, online/offline, and so on.)

X X X X

Switch zoning X X X X

Topology view of SAN environment X X X X

Provisioning automation (TPM needed) X X X X

SAN asset reporting X X X X

Provisioning of storage (both IBM and 
heterogeneous) / Storage allocation

X X X X

Host Capacity Utilization (requires SRA) X X X X

Host Asset Information (requires SRA) X X X X

Unallocated space reporting X X X X

LUN capacity reporting X X X X

HBA / Fabric Connectivity (requires Fabric agent 
or SRA)

X X X X

Fabric Configuration (requires Fabric agent for 
Cisco only)

X X X X

Fabric Event Management X X X X

Fabric Discovery X X X X

Switch Port Error Reports X X X X

Measure and forecast storage growth X X X X

Storage System performance management X X

Virtual Storage (SVC) performance management X X
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Performance table and graphical reports X X

Storage subsystem controller performance X X

Storage system Controller cache performance X X

Storage System I/O Group performance X X

Storage System Array performance X X

Storage System Managed disk group 
performance

X X

Storage System Port performance X X

Storage System Performance Threshold alerts X X

Top 25 Storage System volume performance 
rates: I/O, Data Rate, Cache Hit, Response Time

X X

Manage file systems, users, user groups, 
directories….

X X

Manage databases - DB2, Oracle®, SQL 
Server®, and Sybase

X X

Manage Network Attached Storage (NAS) X X

Manage storage for virtualized machines 
(VMware)

X X

Data Categorization (aged files, orphan files, files 
by file type)

X X

Data classification and migration using TSM to 
enable storage space optimization and ILM 
practices

X X

File system grouping X X

Quota management X X

Reports that show file system groupings, file 
analysis and storage subsystem analysis from 
host perspective

X X

File system analysis - filename, file type, file size, 
date attributes, who owns, last accessed, last 
modified

X X

Detailed Capacity Reporting (including 
chargeback and database reporting - 
consolidates multiple reports from multiple TPC 
servers)

X X

Roll-up Reporting - consolidates multiple reports 
from multiple TPC servers

X

Fabric performance reporting and monitoring X

SAN Switch Performance Reports X

Top 25 Switch Ports Ops Rate Report X

TPC 4.1 feature
Basic 
Edition

Disk 
Edition

Data 
Edition

Standard 
Edition
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2.2  Upgrade planning and considerations

You can upgrade TotalStorage® Productivity Center V3.1.3 or later releases to Tivoli Storage 
Productivity Center V 4.1. You can also migrate previous TotalStorage Productivity Center for 
Replication V3.x to Tivoli Storage Productivity Center V4.1. This section provides information 
about what must be considered before upgrading and migrating.

For the latest information about PTFs, patches, and flashes, check the information available 
at the following address:

http://www.ibm.com/systems/support/storage/software/tpc/

2.2.1  General considerations

Before starting the upgrade, you have to ensure that your system meets the hardware and 
software requirements of TPC V4.1. You can check these at the following location:

http://www-01.ibm.com/software/sysmgmt/products/support/IBMTotalStorageProductivit
yCenterStandardEdition.html

TPC for Replication is no longer a stand-alone application. TPC V4.1 now installs Tivoli 
Integrated Portal and TPC for Replication V4.1 when going through an upgrade process as 
well. If TPC exists, but TPC for Replication does not, then the upgrade process will consist of 
a fresh installation of TPC for Replication and an upgrade of TPC. If TPC for Replication 
exists on the server and TPC does not, then this upgrade will be a fresh installation of TPC 
and an upgrade of TPC for Replication. I

Top 25 Switch ports data rate reports X

Historical Switch Performance Trending X

Storage Performance Optimization X

Configuration Change Management X

SAN Configuration Best Practices X

SAN Storage Planners (Best practice 
configuration guidance & analysis)

X

Manage cumbersome tasks - provisioning, 
zoning, configuration, monitoring, and problem 
determination

X

Bottle Neck Analysis - view performance 
information across the entire data path from 
computer to array

X

Volume performance advisor (SAN Planner) X

Manage SAN switch configuration, availability 
and performance

X

TPC 4.1 feature
Basic 
Edition

Disk 
Edition

Data 
Edition

Standard 
Edition
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Interrupted upgrade
If you do not plan to use TPC for Replication, do not interrupt the installation by clicking the 
Cancel button. Complete the upgrade and then disable TPC for Replication. 

Failed upgrade 
When you upgrade TPC and TPC for Replication, if a component fails to upgrade, then just 
the component will not be upgraded. If a failure occurs, an error message will be displayed 
but there will be no complete rollback. As an example, if there is a failure in the TPC 
installation, a rollback will occur of TPC but TPC for Replication will still remain. This differs 
from the installation process where if a component installation fails, the entire installation is 
rolled back. 

License
You must have a valid TPC license to use the upgrade procedure. If you are upgrading from 
one license to a higher-level license, for example, if you have TPC Basic Edition installed and 
want to upgrade to TPC Standard Edition, you must first install the TPC Standard Edition 
license, then you can upgrade the product.

IPv6
You can upgrade an existing version of TPC on an IPv4-only computer for use on a computer 
that is configured for both IPv4 and IPv6 (dual stack). You cannot upgrade TPC on an 
IPv4-only computer for use on a computer that is configured for IPv6 only. If you want to use 
TPC on an IPv6-only computer, you must perform a new install of the product on that 
computer.

Graphical upgrade
If you plan to upgrade a TPC instance running on AIX or Linux, you have to ensure that you 
have a correctly set-up X11environment. For details on how to set up an X11 environment, 
check Appendix A, “Report and Data Source Import Configuring X11 forwarding” on 
page 621.

2.2.2  Upgrading and migrating Tivoli Storage Productivity Center from 3.x

To upgrade from TPC Version 3.x, here are the general steps to follow with the related 
considerations:

1. If you are using DB2 version 8, you must migrate to DB2 version 9.5.

TPC V4.1 requires one of the following DB2 versions:

– IBM DB2 UDB Enterprise Server Edition v9.1 Fix Pack 2 or later
– IBM DB2 UDB Enterprise Server Edition v9.5 Fix Pack 3a or later

Note: All PTFs and patches use the upgrade procedure to install. This implies that if you 
cancel the TPC for Replication install during the upgrade procedure, every time you apply 
a new patch, the installation program will prompt you to install it again.

Note: The AIX and Linux install/upgrade program can be run only in graphical mode. 
At the time of publishing this book, the console mode and the silent mode are not 
supported installation types.
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Depending on the version of DB2 currently available in your environment, you might need 
to upgrade it or install the required fix pack level. Table 2-5 reports the suggested action 
for each current DB2 version installed and an alternate action if available.

Table 2-5   DB2 Upgrade paths

If you are running a 32-bit instance of DB2 8.1 on a Windows 64-bit and you are willing to 
use a 64-bit instance of DB2 9.5, the direct migration of DB2 is not supported. The 
migration must be performed in two separate steps, and there are two possible paths that 
can be followed:

– From DB2 v8.1 32-bits  Upgrade to DB2 v8.1 64-bits  Migrate to DB2 v9.5 64-bit

– From DB2 v8.1 32-bits  Migrate to DB2 v9.5 32-bits  Upgrade to DB2 v9.5 64-bit

2. Upgrade the Agent Manager:

Agent Manager version 1.3.2 is available for use with TPC V4.1. If you have Agent 
Manager 1.2 installed, it is optional to upgrade to V1.3.2. Note that the Common Agents 
remain at release 1.2 and are compatible with Agent Manager 1.3.2. If this is a new 
installation of TPC (for example, you are upgrading a TPC for Replication instance), then 
you can optionally install Agent Manager version 1.3.2 as part of the new TPC 
environment.

3. Upgrade TPC or TPC for Replication components to V4.1.

During the upgrade process, you might see several windows prompting you with the text, 
Replace Existing File. Reply Yes to All to these prompts. 

As already mentioned, additional components will be installed during the upgrade, or 
additional options are made available.

TIP considerations 
If not already present on the system, during the upgrade process the TIP will be installed. 
This component requires additional network ports available on the system in order to work 
correctly. TIP will use 10 port numbers starting from one port, called Base Port:

– base port
– base port+1

Current DB2 version Suggested action Alternate action

DB2 v8.1 Upgrade to DB2 v9.5 Fix Pack 3

DB2 v9.1 Fix Pack 2 or lower Apply DB2 v9.1 Fix Pack 5 Upgrade to DB2 v9.5 Fix Pack 3

DB2 v9.5 Apply DB2 v9.5 Fix Pack 3

Note: On Windows 2003, there is a known issue with the maximum size of environment 
variables such as the PATH variable. You need to install a hot fix from Microsoft®. For 
information about the hot fix, go to:

http://support.microsoft.com/kb/906469

Warning: If your Agent Manager 1.2 is running fine, you do not need to upgrade. 
Nevertheless this version of Agent Manager runs within an unsupported version of 
WebSphere® Application Server. For this reason, if you experience any problem with 
the Agent Manager, you will be requested to upgrade to V1.3.2 and verify if the problem 
persists.
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– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

Before selecting a base port, ensure that all the required ports are available on the 
system.

Furthermore, the user ID currently administering the WebSphere instance of the TPC 
Device Server will also be given administrative rights to TIP.

TPC for Replication: 

– If TPC for Replication is going to be installed on the system, you will be prompted for 
two additional network ports: a Default Port and a Default SSL port. Ensure that the 
ports you are providing to the installation programs are available on the system.

– If you are installing TPC for Replication for the first time, you will be also prompted for 
the user ID and the password of the user with administrative authority on the TPC for 
Replication server. Ensure that the user exists on the system (or on the LDAP server) 
before starting the upgrade program. 

– If you are upgrading from a previous version of TPC for Replication that makes use of 
DB2 as database repository, you will be asked to provide the DB2 user ID and 
password. If you are upgrading from a previous version of TPC for Replication using its 
internal database repository, the previous version will be upgraded to the latest 
version.

LDAP: 

– During the upgrade process, you are given the chance to change the authentication 
method used by TPC. The program allows you to set up your environment to use the 
new LDAP support functionality. You can change the authentication method also after 
having completed the upgrade process; nevertheless we strongly suggest that you 
decide on the authentication method that TPC must use before starting the upgrade 
procedure. For additional details about what must be considered when planning for 
LDAP server usage for authentication, see 2.3.2, “Planning for LDAP” on page 50.

4. Migrate the TPC database. 

After you perform the upgrade operation, you must migrate the TPC database using the 
database migration tool (partitiontables.bat or partitiontables.sh). The TPC V4.1 database 
has been changed to improve performance of certain queries by either partitioning the 
databases or including multidimensional clustering. These changes are automatically 
included when you install TPC (but the TPC V3.x database is not migrated at this time). 

Because the database migration tool can take a long time to run (depending on the size of 
the database to be migrated), you can run the migration tool at a time that is convenient 
for you. You only have to run the database migration tool one time. You must run the 
database migration tool before you apply any patches or PTFs for TPC. The database 
migration tool can be run more than once if an error occurred during execution. Tables 
that were migrated during previous attempts will not be migrated in subsequent runs.

5. Upgrade TPC Agents

You do not need to upgrade the agents at the same time as you upgrade the other TPC 
components. You can plan to upgrade them at a time that is convenient for you and with 
the methodology that best suites your needs (local/remote, scheduled/assisted).
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If you plan to use the new Storage Resource agents and you have Data/Fabric agent 
installed on your systems, we suggest that you uninstall the old Common Agent based 
agents before installing the new Storage Resource agents.

2.3  General planning 

In this section, we provide planning information for various platform upgrades. 

2.3.1  Planning for IBM N Series/NetApp and EMC PowerPath

Next, we list the planning considerations for N Series and EMC PowerPath. 

Planning for IBM N Series and NetApp systems
TPC provides the following support for NetApp® devices:

� Supports NetApp Data ONTAP® SMI-S Agent 3.0
� Supports the SMI-S 1.2 Array profile implemented by the NetApp SMI-S agent
� Supports all filer models running NetApp Data ONTAP version 7.2 and 7.3

NAS Gateway and V Series are not supported with the Array profile.

The supported OS platforms for the Data agent are:

� Windows 32–bit
� Red Hat Linux 32–bit and 64–bit
� SuSE Linux 32–bit and 64–bit (9.0, 10.0, SLES 9)
� VMWare ESX Server Version 3.5

The following licenses are required:

� For performance monitoring, a TPC for Disk license is required.
� For SNMP discovery, a TPC Standard Edition license is required.

The way you use TPC to interact with NetApp devices, and the data you can collect for 
NetApp devices, depends on how you configure your NetApp devices. For example:

� If you configure a Data Manager agent to be a Scan/Proxy agent, you use Data Manager 
to work with NetApp devices. The Data Manager user interface displays a NetApp filer as 
a “computer”. For NetApp devices configured this way, TPC collects file storage 
information.

� If you configure a NetApp SMI-S agent (CIMOM), you use Disk Manager to work with 
NetApp devices. The Disk Manager user interface displays a NetApp device as a 
“subsystem”. For NetApp devices configured this way, TPC collects block storage 
information.

� If you configure a NetApp device as both a filer and a subsystem, TPC collects both file 
and block storage information. You can use Disk Manager and Data Manager to work with 
the NetApp device. Keep in mind that the Data Manager user interface displays a NetApp 
filer as a “computer” and the Disk Manager user interface displays a NetApp device as a 
“subsystem”.

If you initially configure a NetApp device using a Data agent, you will not lose any functionality 
if you later decide to also configure the NetApp device using a CIM agent.
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The general steps to install and configure a NetApp device in order to enable the new Disk 
Manager functionality are as follows: 

1. Install TPC or upgrade to Version 4.1.

2. Install the NetApp SMI-S agent and add filers to its configuration using the NetApp SMI-S 
agent utility.

3. Add the NetApp CIMOM by using the TPC GUI. Go to Administrative Services  Data 
Sources  CIMOM agents and add it by clicking the Add CIMOM button and filling in the 
fields with the required data. To automatically discover the NetApp SMI-S agent using 
SLP, skip this step.

4. Run a CIMOM discovery.

5. If you want to use SLP to discover the NetApp SMI-S agent, make sure that your SLP 
directory agents are configured or the Scan local subnet box is checked on the 
Administrative Services  Discovery  CIMOM  Option tab panel before you run 
the discovery.

6. Create and run a probe job for the configured filers to collect Disk Manager information.

7. If desired, use the command-line interface (CLI) tpctool command to view information for 
NetApp storage subsystems.

Limitations
Keep in mind the following limitations for NetApp support:

� The NetApp Data ONTAP SMI-S Agent 3.0 implements the Block Server Performance 
subprofile. It provides volume performance data but, for now, does not provide 
performance data at the storage subsystem level.

� TPC supports only the SMI-S Array profile of the NetApp Data ONTAP SMI-S Agent. 
Other SMI-S profiles, including the self-contained NAS profile and the NAS Head profile, 
are not supported.

� For the Data ONTAP SMI-S 3.0 agent, if a volume is offline, the performance monitor 
might fail with the message: PM HWNPM2132W Performance data could not be collected 
for device <device>. 

� To work with Network Appliance™ quotas (using Data Management  Policy 
Management  Network Appliance Quotas), the NetApp device must be configured as 
a filer. This functionality is not available if the NetApp device is configured only as a 
CIMOM.

The locations in the user interface where the NetApp device will either be represented as a 
“computer” or a “subsystem”, or both, depending on how you have configured the NetApp 
device, are:

� Dashboard
� My Reports
� Topology Viewer
� Alerting
� Data Manager
� Disk Manager

For further details, refer to 10.3.6, “New IBM N Series and NetApp reports” on page 514 and 
9.4.2, “Monitoring IBM N Series and NetApp devices” on page 502.
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Planning for EMC PowerPath Multipathing 
TPC supports EMC PowerPath Multipathing. EMC PowerPath Multipathing supports a wide 
range of servers including cluster servers connected to EMC storage systems. It tunes your 
storage area network and selects alternate paths for your data if necessary. It also integrates 
multiple path I/O capabilities, automatic load balancing, and path failover functions. For more 
information about EMC PowerPath Multipathing, see:

http://www.emc.com

TPC supports basic EMC PowerPath Multipathing Version 4.0 or later. Disks provided by the 
EMC PowerPath driver are detected by TPC Data agents and Storage Resource agents. The 
disks will be visible in the topology viewer and in Data Manager asset reports. The correlation 
of EMC PowerPath provided hdisks to EMC storage systems is supported and the relation is 
visible in the Topology Viewer:

� Multipathing information is not available for those disks. 
� The data reports are accurate because they do not double-count capacities. 
� The Data Path Explorer does not show multipathing. 
� The SAN Planner does not support configuring multipathing on hosts using EMC 

PowerPath Multipathing.

2.3.2  Planning for LDAP

Starting with the TPC V4.1 release, TPC allows you to use Microsoft Active Directory® or an 
LDAP user registry for authentication. TPC V4.1 uses the TIP infrastructure and its underlying 
WebSphere Application Server capabilities to use an LDAP registry. For this reason, TPC’s 
support of LDAP server types matches whatever WebSphere supports. The following Web 
site lists the various types of LDAP that WebSphere Application Server supports:

http://www-1.ibm.com/support/docview.wss?rs=180&uid=swg27007642

If you want to configure TPC so that it uses an LDAP-compliant directory for user 
authentication and group authorization, then you need to gather the following information 
regarding your directory configuration from the LDAP administrator:

� The fully-qualified domain name of the system that is running your LDAP-compliant 
directory

� The network port that the LDAP-compliant directory listen to for communications

� Whether the LDAP-compliant directory allows for anonymous binding when performing 
user and group searches—and if the answer is no, then what are the Bind Distinguished 
Name and Password to use when binding to the LDAP server.

� The Relative Distinguished Name (RDN®) for TPC users in your LDAP server. All TPC 
users must have the same RDN (all TPC users must be in the same branch of the LDAP 
directory tree).

� The Relative Distinguished Name (RDN) for the TPC groups in your LDAP server. All TPC 
groups must have the same RDN (all TPC groups must be in the same branch of the 
LDAP directory tree). TPC groups do not have to be in the same branch of the LDAP 
directory tree as the TPC users.

Note: If you want the ability to create or modify LDAP users and groups from the TIP 
administrative panel, then the Bind Distinguished Name and Password are required. 
Nevertheless, at the time of publishing this book, a known problem prevents creating 
users and groups in the LDAP repository from TIP.
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� The Naming Attribute for the TPC users. All TPC users must use the same naming 
attribute. In most cases, the value is uid. 

� The Naming Attribute for the TPC groups. All TPC groups must use the same naming 
attribute. In most cases this value is cn. 

There are additional conditions that must be met in order to allow TPC to use an LDAP server 
for authentication:

� If you plan to use LDPA for authentication, the LDAP services must be available in order 
to log on TPC. You must set up the LDAP environment to ensure a high availability of the 
service. As an example, you can set up the LDAP environment so that you have clustered 
servers for this purpose.

� On Windows, the LDAP TPC Administrator user name must not contain spaces in it. This 
is due to the WebSphere Application Server APAR PK77578.

� All of the LDAP attributes (for example, uid, cn, ou, o, and c) are configured to be 
case-insensitive within the LDAP-based repository. These attributes are used in the user 
and group Distinguished Names or as the user or group naming attribute. For example, in 
IBM Tivoli Directory Server Version 6, you can adjust the attribute case-sensitivity through 
the Equality Matching Rule for each attribute. By default, the Equality Matching Rule for 
most attributes in IBM Tivoli Directory Server is caseIgnoreMatch or caseIgnoreIA5Match. 
Both of these settings are usable for integration with TPC.

2.3.3  Planning for Single Sign-On and Launch in Context

Single Sign-On is an authentication process that enables you to enter one user ID and 
password to access multiple applications. For example, you can access TIP and then access 
TPC and TPC for Replication from TIP using a single user ID and password. Single Sign-On 
integrates with the Launch in Context feature to enable you to move smoothly from one 
application to a functionally-related location in a second application.

A Single Sign-On environment requires a centralized authentication repository that is 
accessed by all applications within the environment. The user ID and other authentication 
information are passed between applications using Lightweight Third-Party Authentication 
(LTPA) tokens. To use LTPA tokens for Single Sign-On, each participating application must 
be able to handle an LTPA token and possess the same set of keys to encode and decode 
the user information contained in the token. 

TPC and TPC for Replication use their respective WebSphere Application Server instances 
to authenticate LTPA tokens. However, other applications, such as the IBM System 
Storage™ DS8000 element manager and other element managers that do not run within a 
WebSphere Application Server instance, use the authentication service that is provided with 
Tivoli Integrated Portal. The authentication service client is typically embedded in these other 
applications and the client communicates with the authentication service server in Tivoli 
Integrated Portal for all authentication requests.

As an additional security feature, the LTPA tokens expire after 24 hours by default. See 6.2.5, 
“Changing the LTPA token expiration time” on page 370 for details about changing this 
setting.

During the installation of TPC, you can specify whether to use LDAP or the operating system 
as the authentication and authorization repository. If OS authentication is selected, the use of 
the Single Sign-On feature is limited. OS authentication does not support Single Sign-On for 
element managers, even when the element manager is installed on the same computer as 
TPC. LDAP or Microsoft Active Directory authentication supports Single Sign-On for element 
managers regardless of where they are installed.
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The Single Sign-On feature is not supported by the TPC command-line interface (CLI).

During the upgrade from a previous version of TPC for Replication, you cannot change the 
method used for user authentication nor the TPC for Replication administrator user ID. Users 
and groups will be kept as in the previous version. If you are not currently using the same 
users and groups to log on to TIP, TPC, and TPC for Replication, the SSO feature is not 
enabled. In order to have the SSO enabled, you need to log on to TPC for Replication with 
the user having administrative privileges, and change the users/groups and roles accordingly.

2.3.4  Planning for TPC and TPC for Replication integration

TPC and TPC for Replication, previously separate products, are now integrated. During the 
installation of TPC V4.1, both will be installed.

If you install TPC V4.1 on a system with at least 4 GB but less than 8 GB of RAM you will get 
a message warning you that 8 GB is the minimum amount of memory required to run both 
TPC and TPC for Replication on the same system. In this case you are advised to complete 
the installation and then disable TPC or TPC for Replication.

If you do not plan to use TPC for Replication, do not interrupt its installation flow by clicking 
the Cancel button. This will result in a interruption in the overall TPC installation process with 
a subsequent complete TPC installation rollback. We suggest that you complete the TPC for 
Replication installation and then disable TPC for Replication.

As already mentioned, TPC V4.1 adds multiple integration points between TPC and TPC for 
Replication. For details about these additional integration points, refer to 6.2.3, “SSO and LIC 
from TPC to TPC for Replication” on page 364 and 9.2, “TPC for Replication monitoring and 
alerting” on page 493. Nevertheless, you will be able to fully use this integration between TPC 
and TPC for Replication only if they are installed and running on the same system. No 
integration is provided if TPC and TPC for Replication are running on separate systems.

Also, TPC for Replication can use an LDAP-compliant directory for the authorization of users 
and groups. During the installation process you are prompted to select the authentication 
repository that all the TPC components will use: OS based or LDAP based. If you select 
LDAP on the panel shown in Figure 3-71 on page 108, you can indicate an LDAP user as 
TPC for Replication administrator. The authentication method can also be changed afterward 
by following the procedures indicated in 6.1, “LDAP authentication” on page 336. 

Disaster Recovery 
When planning for disaster recovery, the TPC for Replication server must be accessible in 
the event of a disaster. Even if there is a TPC for Replication standby server for recovery 
purposes, the server still requires authentication. If you use LDAP authentication, the LDAP 
services must be available in the event of a disaster. You can set up the LDAP environment 
so that you have clustered servers for this purpose.

Note: During the upgrade of a previous version of TPC for Replication, you cannot change 
the method used for user authentication. Users and groups will be kept as before. After the 
upgrade, you can log on with the previous TPC for Replication administrator and change it.
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Chapter 3. Tivoli Storage Productivity 
Center installation and upgrade 
on Windows 

In this chapter, we show the step-by-step installation of the Tivoli Storage Productivity Center 
(TPC) V4.1 on the Windows platform. Of the available installation paths, Typical and Custom, 
we describe the Custom installation in our environment. We also show how to upgrade from a 
previous version of TPC, depicting all the required steps.

3
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3.1  Tivoli Storage Productivity Center installation
Tivoli Storage Productivity Center uses several installation wizards that guide you through the 
installation of the Tivoli Storage Productivity Center servers and agents. In this chapter, we 
describe the installation of the Tivoli Storage Productivity Center Standard Edition. The 
prerequisite components are installed prior to invoking the installation wizard. 

3.1.1  Installation overview

In order to get Tivoli Storage Productivity Center V4.1 to work, you need to follow the 
following steps:

� Check that the system meets the prerequisites. See 3.2, “Preinstallation steps for 
Windows” on page 55.

� Install the prerequisite components. See 3.3, “Installing TPC prerequisites” on page 64.

� Install Tivoli Storage Productivity Center components. See 3.4, “Installing Tivoli Storage 
Productivity Center components” on page 93.

� Install Tivoli Storage Productivity Center agents. See 3.4.3, “Agent installation” on 
page 119.

You can install all the Tivoli Storage Productivity Center components using Typical 
installation or Custom installation. 

Typical installation
The Typical installation allows you to install all the components of the Tivoli Storage 
Productivity Center on the local server in one step. Our recommendation is not to use the 
Typical installation, because the control of the installation process is much better when you 
use the Custom installation method. 

Custom installation
The Custom installation allows you to install each component of the Tivoli Storage 
Productivity Center separately and deploy remote Fabric agents or Data agents on various 
computers. Additional panels are presented allowing you to control the installation sequence 
of the components and specify additional TPC parameters. This is the installation method that 
we recommend.

When you install Tivoli Storage Productivity Center, you have these installable components:

� Database Schema
� Data Server and Device Server
� Graphical User Interface (GUI)
� Command Line Interface (CLI)
� Data agent
� Fabric agent

After Tivoli Storage Productivity Center is installed, the installation program will start the Tivoli 
Storage Productivity Center for Replication installation wizard.

Note: Tivoli Storage Productivity Center for Replication is no longer a stand-alone 
application. Tivoli Storage Productivity Center Version 4.1 now installs Tivoli Integrated 
Portal and Tivoli Storage Productivity Center for Replication Version 4.1 during the 
component installation process.
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The approximate time to install Tivoli Storage Productivity Center, including Tivoli Integrated 
Portal, is about 60 minutes. The approximate time to install Tivoli Storage Productivity Center 
for Replication is about 20 minutes.

3.1.2  Product code media layout and components 

In this section, we describe the contents of the product media at the time of writing. The 
media content will differ depending on whether you are using the Web images or the physical 
media shipped with the TPC V4.1 package. 

Passport Advantage and Web media content
The Web media consists of two disk images:

� Disk1 contains all Tivoli Productivity Center components:

– Database Schema 
– Data Server
– Device Server
– GUI
– CLI
– Data agent
– Fabric agent
– Storage Resource agent
– Tivoli Integrated Portal
– Tivoli Storage Productivity Center for Replication

� Disk2 contains the local agent installation components:

– Data agent
– Fabric agent
– Storage Resource agent
– Installation scripts for the Virtual I/O server

Physical media
The physical media shipped with the TPC V4.1 product consists of a DVD and a CD. The 
DVD contains the Disk1 part 1 and Disk1 part 2 content described in “Passport Advantage 
and Web media content” on page 55. The physical media CD is the same as the Web Disk2 
media. 

3.2  Preinstallation steps for Windows
Certain prerequisite components need to be installed before proceeding with the Tivoli 
Storage Productivity Center V4.1 storage installation. They are:

� IBM DB2 UDB Enterprise Server Edition v9.1 Fix Pack 2 or later, or v9.5 Fix Pack 3a or 
later

Note: The Disk1 image is in two parts. Both parts must be downloaded in the same 
directory.

Note: On Windows, ensure that the directory name where the installation images reside 
has no spaces or special characters. This will cause the Tivoli Storage Productivity Center 
installation to fail. For example, this happens if you have a directory name such as:

C:\tpc 41 standard edition\disk1
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� Tivoli Agent Manager 1.3.2

Order of prerequisite component installation
The order to follow when installing the prerequisite components is:

1. DB2 UDB
2. Tivoli Agent Manager

3.2.1  Verifying system hardware and software prerequisites
For the hardware and software prerequisites, refer to Chapter 2, “Planning for installation of 
Tivoli Storage Productivity Center” on page 31. 

3.2.2  Verifying primary domain name systems 
Before you start the installation, we recommend that you verify if a primary domain name 
system (DNS) suffix is set. This can require a computer restart.

To verify the primary DNS name, follow these steps:

1. Right-click My Computer on your desktop.

2. Click Properties.

The System Properties panel is displayed as shown in Figure 3-1.

3. Click the Computer Name tab. On the panel that is displayed, click Change.

Figure 3-1   System Properties

New in TPC V4.1: Starting from TPC V4.1, the installation of Tivoli Agent Manager is 
optional. You are required to install it only if you plan to use Data agents or Fabric 
agents.
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4. Enter the host name in the Computer name field. Click More to continue (see Figure 3-2).

Figure 3-2   Computer name

5. In the next panel, verify that Primary DNS suffix field displays the correct domain name. 
Click OK (see Figure 3-3).

Figure 3-3   DNS domain name

6. If you made any changes, you must restart your computer for the changes to take effect 
(see Figure 3-4).

Figure 3-4   You must restart the computer for changes to take effect
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3.2.3  Activating NetBIOS settings
If NetBIOS is not enabled on Microsoft Windows 2003, then GUID is not generated. You must 
verify and activate NetBIOS settings.

On your Tivoli Storage Productivity Center Server, go to Start  Control Panel  Network 
Connections. Select your Local Area Connections. From the Local Area Connection 
Properties panel, double-click Internet Protocol (TCP/IP). The next panel is the Internet 
Protocol (TCP/IP) Properties. Click Advanced as shown in Figure 3-5.

Figure 3-5   TPC/IP properties
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On the WINS tab, select Enable NetBIOS over TCP/IP and click OK (see Figure 3-6).

Figure 3-6   Advanced TCP/IP properties

3.2.4  Internet Information Services
On systems running Internet Information Services (IIS), port 80 can already be in use. 
Port 80 is also used by the Agent Manager for the recovery of agents that can no longer 
communicate with the manager, because of lost passwords or certificates. If any service is 
using port 80, then Agent Recovery Service installs, but it does not start.

Before beginning the installation of Tivoli Storage Productivity Center, you must do one of the 
following actions:

� Uninstall IIS.
� Disable IIS.
� Change the IIS port to something other than 80, for example, 8080.

To uninstall IIS, use the following procedure:

1. Click Start  Control Panel  Add/Remove Programs.
2. In the Add or Remove Programs window, click Add/Remove Windows Components.
3. In the Windows Components panel, select Application Server and click Details...
4. In the Application Server panel, deselect Internet Information Services (IIS), click OK.

In our installation, we disabled IIS to avoid any port conflicts. 

To disabled IIS, use the following procedure:

1. Click Start  Control Panel  Administrative Tools  Services.
2. Right-click World Wide Web Publishing Service, and choose Stop.

To change the IIS port to another value, refer to the IIS documentation.
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3.2.5  User IDs and passwords to be used and defined
In this section, we describe the user IDs and passwords that you need to define or set up 
during Tivoli Storage Productivity Center installation.

In order to install Device Server and Data Server, you must have a Windows user ID with all 
the proper required rights. We created a unique user ID, as described in Table 3-3.

Table 3-1 points you to the appropriate table that contains the user IDs and passwords used 
during the installation of Tivoli Storage Productivity Center. 

Table 3-1   Index to tables describing required user IDs and passwords 

Table 3-2 on page 61 through Table 3-12 on page 64 contain information about the user IDs 
and passwords used during the installation of the Tivoli Storage Productivity Center 
prerequisites and components. 

Note: It is a good practice to use the worksheets in Appendix C, “Worksheets” on page 641 
to record the user IDs and passwords used during the installation of Tivoli Storage 
Productivity Center.

Item Table

Installing DB2 and Agent Manager Table 3-2 on page 61

Installing Device Server or Data Server Table 3-3 on page 61

Installing Data agent or Fabric agent Table 3-4 on page 61

DB2 administration server user Table 3-5 on page 61

Certificate authority password Table 3-6 on page 62

Common Agent registration Table 3-7 on page 63

Common Agent service logon user ID and 
password 

Table 3-8 on page 63

Host authentication password Table 3-9 on page 63

Data Server account password Table 3-10 on page 63

Resource manager registration user ID and 
password

Table 3-11 on page 64

WebSphere Application Server administrator 
user ID and password

Table 3-12 on page 64

TPC for Replication server administrator Table 3-13 on page 64
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Table 3-2   Installing DB2 and Agent Manager

Table 3-3   Installing Device, Data, or TPC for Replication server

Table 3-4   Installing Data agent or Fabric agent

Table 3-5   DB2 administration server

To install a GUI or CLI, you do not need any particular authority or special user ID.

Item Description Group Created when Used when

Installing DB2 
and Agent 
Manager

Log on Windows 
as a local 
Administrator

 Administrators Used to log on 
Windows to install 
DB2 and Agent 
Manager

User ID Password

User ID used to 
log on

Used to log on

Item Description Group Created when Used when

Installing 
the Device 
Server, Data 
Server, and 
TPC for 
Replication 
Server

Add user ID to DB2 
Admin group or 
assign the user rights: 
- Log on as a service 
- Act as part of the 
operating system 

- Adjust memory 
quotas for a process 
- Create a token 
object 
- Debug programs 
- Replace a process 
level token

Administrators It has to be 
created before 
starting Device 
Server 
installation

Used to log on 
Windows to 
install Device 
Server or Data 
Server and TPC 
for Replication 
serverUser ID Password

New user ID 
used to log on 
Windows

New password 
used to log on 
Windows

item Description Group Created when Used when

Installing 
Data agent or 
fabric agent

User rights: 
- Act as part of the 
operating system 

- Log on as a service. 
On Linux or UNIX, 
give root authority

Administrators Has to be created 
before starting 
Data agent or 
Fabric agent 
installation

Used to logon 
Windows to 
install Data agent 
or Fabric agent

User ID Password

New user ID 
used to log on 
Windows

New password 
used to log on 
Windows

item Description Group Created when Used when

DB2 
administration 
server user

Used to run the DB2 
administration server 
on your system. 
Used by the DB2 GUI 
tools to perform 
administration tasks. 
See rules in the 
following section.

Specified when 
DB2 is installed

Used by the DB2 
GUI tools to 
perform 
administration 
tasks.

User ID Password

New user ID New password 
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DB2 user ID and password rules
DB2 user IDs and passwords must follow these rules: 

� Windows 32-bit user IDs and passwords can contain 1 to 20 characters. 

� Group and instance names can contain 1 to 8 characters. 

� User IDs cannot be any of the following words: 

– USERS 
– ADMINS 
– GUESTS 
– PUBLIC 
– LOCAL

� User IDs cannot begin with: 

– IBM 
– SQL 
– SYS

� User IDs cannot include accented characters. 

� Windows 32-bit users, groups, or instance names can be any case.

DB2 creates a user group with the following administrative rights:

� Act as a part of an operating system
� Create a token object
� Increase quotas
� Replace a process-level token
� Log on as a service.

Table 3-6   Certificate authority password

Note: Adding the user ID used to install Tivoli Storage Productivity Center to the DB2 
Admin group gives the user ID the necessary administrative rights.

item Description Group Created when Used when

Certificate 
authority 
password

This password locks 
the file, 
CARootKeyRing.jks. 
Specifying a value for 
this password is 
optional. You need to 
specify this password 
only if you want to be 
able to unlock the 
certificate authority 
files.
We recommend that 
you create a 
password.

Specified when 
you install Agent 
Manager

Used when you 
need to unlock the 
certificate 
authority files

User ID Password

No default, if not 
specified one is 
generated 
automatically

Important: Do not change the Agent Registration password under any circumstances. 
Changing this password will render the certificates unusable.
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Table 3-7   Common Agent registration passwords

Table 3-8   Common Agent service logon user ID and password

Table 3-9   Host authentication password

Table 3-10   Data Server account password

Item Description Group Created when Used when

Common Agent 
registration 
password

This is the password 
required by the 
Common Agent to 
register with the Agent 
Manager

Specified when you 
install Agent 
Manager

Used during 
Common Agent, 
Data agent and 
Fabric agent 
installationUser ID Password

Must be provided

item Description Group Created when Used when

Common Agent 
service logon 
user ID and 
password

This creates a 
new service 
account for the 
Common Agent 
to run under.

Administrators Specified when 
you install Data 
agent or Fabric 
agent (only local).

Used when 
running the 
Common Agent 
locally

User ID Password

If you do not 
specify anything, 
itcauser is 
created by default

item Description Group Created when Used when

Host 
authentication 
password

Password to 
authenticate the 
Fabric agents with 
the Device Server

Specified when 
you install the 
Device Server

Used when you 
install Fabric agent, 
to communicate 
with the Device 
Server.User ID Password

Must be provided

item Description Groups Created when Used when

Data 
Server 
account 
password

This creates a new 
service account for 
running the Data 
Server. 

Administrators Specified when 
installing the Data 
Server

Used when the OS 
runs the Data 
Server

User ID Password

TSRMsrv1 Must be provided
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Table 3-11   Resource manager registration user ID and password

Table 3-12   WebSphere Application Server administrator user ID and password

Table 3-13   Administering TPC for Replication server

3.3  Installing TPC prerequisites
In this section, we show how to install the Tivoli Storage Productivity Center prerequisites on 
Windows. We perform a typical installation of DB2 9.5 Fix Pack 3a and an Agent Manager 
installation. 

Before beginning the installation, it is important that you log on to your system as a local 
administrator with Administrator authority (see Table 3-2 on page 61).

item Description Group Created when Used when

Resource 
manager 
registration user 
ID and password

Specified when you 
install Device 
Server and Data 
Server

Used when Device 
Server and Data 
Server have to 
register to Agent 
Manager

User ID Password

Manager
(by default)

Password
(by default)

item Description Group Created when Used when

WebSphere 
Application 
Server 
administrator 
user ID and 
password 

It is the User ID 
with 
administrative 
rights for the 
Device Server 
and TIP 
WebSphere 
Instances

Specified when 
you install Device 
Server

Used to administer 
the Device Server 
WebSphere 
instance. It is also 
used as TIP 
WebSphere 
instance 
administrator

User ID Password

Must be 
provided

Must be provided

Item Description Group Created when Used when

TPC for 
Replication 
server 
administrator

It is the User ID 
with 
administrative 
rights for the TPC 
for Replication 
WebSphere 
Instance.

Administrators It has to be 
created before 
starting TPC for 
Replication 
server installation

Used to log on to TPC 
for Replication server. 
It can be the same user 
used for WebSphere 
Application server 
administration.

User ID Password

Must be 
provided

Must be provided

 

 

 

64 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

3.3.1  DB2 installation

To begin the installation of DB2, follow these steps:

1. Insert the IBM DB2 Installer CD into the CD-ROM drive.

If Windows autorun is enabled, the installation program ought to start automatically. 
If it does not, open Windows Explorer and go to the DB2 Installation image path and 
double-click setup.exe. You will see the Welcome panel, as shown in Figure 3-7. Select 
Install a Product to proceed with the installation.

Figure 3-7   DB2 Setup Welcome panel
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2. The next panel allows you to select the DB2 product to be installed. Select the DB2 
Enterprise Server Edition Version 9.5 Fix Pack 3 by clicking Install New to proceed as 
shown in Figure 3-8.

Figure 3-8   Select product

3. The DB2 Setup wizard panel is displayed, as shown in Figure 3-9. Click Next to proceed.

Figure 3-9   Setup wizard
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4. The next panel displays the license agreement; click I accept the terms in the license 
agreement (Figure 3-10).

Figure 3-10   License agreement

5. To select the installation type, accept the default of Typical and click Next to continue 
(see Figure 3-11).

Figure 3-11   Typical installation
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6. Select Install DB2 Enterprise Server Edition on this computer and save my settings 
in a response file (see Figure 3-12). Specify the path and the file name for the response 
file in the Response file name field. The response file will be generated at the end of the 
installation flow and it can be used to perform additional silent installations of DB2 using 
the same parameters specified during this installation. Click Next to continue. 

Figure 3-12   Installation action

7. The panel shown in Figure 3-13 shows the default values for the drive and directory to be 
used as the installation folder. You can change these or accept the defaults, then click 
Next to continue. In our installation, we decide to install on the E: drive.

Figure 3-13   Installation folder
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8. The next panel requires user information for the DB2 Administration Server; it can be a 
Windows domain user. If it is a local user, select None - use local user account for the 
Domain field.

The user name field is prefilled with a default user name.You can change it or leave the 
default and type the password of the DB2 user account that you want to create (see 
Figure 3-14). You can refer to Table 3-5 on page 61. Leave the check-box Use the same 
user name and password for the remaining DB2 services checked and click Next to 
continue.

DB2 creates a user with the following administrative rights:

– Act as a part of an operating system.
– Create a token object.
– Increase quotas.
– Replace a process-level token.
– Log on as a service.

Figure 3-14   User Information
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9. In the Configure DB2 instances panel, accept the default and click Next to continue 
(see Figure 3-15).

Figure 3-15   Configure DB2 instances

10.The next panel allows you to specify options to prepare the DB2 tools catalog. Accept the 
defaults, as shown in Figure 3-16. Verify that Prepare the DB2 tools catalog on this 
computer is not selected. Click Next to continue.

Figure 3-16   Prepare db2 tools catalog

11.The next panel, shown in Figure 3-17, allows you to set the DB2 server to send 
notifications when the database needs attention. Ensure that the check-box Set up your 
DB2 server to send notification is unchecked and then click Next to continue.
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Figure 3-17   Health Monitor

12.Accept the defaults for the DB2 administrators group and DB2 users group in the Enable 
operating system security for DB2 objects panel shown in Figure 3-18 and click Next to 
proceed.

Figure 3-18   Enable operating system security for DB2 objects
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13.Figure 3-19 shows the summary panel about what is going to be installed, based on your 
input. Review the settings and click Finish to continue.

Figure 3-19   Summary panel

The DB2 installation proceeds and you see a progress panel similar to the one shown in 
Figure 3-20.

Figure 3-20   DB2 Enterprise Server Edition installation progress
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14.When the setup completes, click Next, as shown in Figure 3-21.

Figure 3-21   DB2 setup summary panel

15.The next panel allows you to install additional products. In our installation, we clicked 
Finish on the panel shown in Figure 3-22 to exit the DB2 setup wizard.

Figure 3-22   DB2 setup final panel

16.Click Exit on the First Steps panel (Figure 3-23) to complete the installation.
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Figure 3-23   DB2 First Steps panel 

Verifying the installation 
Follow these steps to verify the DB2 installation:

1. Launch a DB2 Command window: Start  IBM DB2  DB2COPY1 (Default)  
Command Line Tools  Command Window (see Figure 3-24).

Figure 3-24   DB2 Command Windows

2. Create the SAMPLE database, entering the db2sampl command as shown in Figure 3-25.

Figure 3-25   Create the SAMPLE database
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3. Enter the following DB2 commands. Connect to the SAMPLE database, issue a simple 
SQL query, and reset the database connection:

db2 connect to sample
db2 “select * from staff where dept = 20”
db2 connect reset

The result of these commands is shown in Figure 3-26.

Figure 3-26   DB2 commands results

3.3.2  Agent Manager installation for Windows
In this section, we describe a typical installation of Agent Manager 1.3.2.

When you install the Agent Manager, you will also be installing the Embedded version of IBM 
WebSphere Application Server (WebSphere Express).

Agent Manager requires a DB2 Database repository to install. In this case, we use the DB2 
instance installed in the previous section.

To install the Agent Manager, follow this procedure:

1. From the EmbeddedInstaller directory, run the program specified in Table 3-14. You must 
have a Java™ Virtual Machine installed. If you want to designate a JVM™ located in a 
specific path, use the command shown in the third column of this table.

Table 3-14   Embedded Installer directory commands

Note: The following steps show an Agent Manager installation using a 32-bit DB2 
instance. If you want to use a 64-bit DB2 instance, additional steps might be required. 
Refer to the product manual for additional details.

Operating system Command Java alternate command

Microsoft Windows setupwin32.exe setupwin32.exe -is:javahome <JVM path>

Note: Before launching the installation, ensure that the user ID under which you are 
logged into the system has administrative authority.
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2. The Installation Wizard starts; you can see a panel similar to the one in Figure 3-27.

Figure 3-27   Install wizard panel

3. The panel, Choose the runtime container for Agent Manager:  is displayed as in 
Figure 3-28 with its default option already selected, The WebSphere Application Server. 
Make sure that the WebSphere Application Server is already installed. 

However, do not select this option, because we do not have WebSphere installed. 
Moreover, Tivoli Storage Productivity Center only supports an Agent Manager configured 
to run in an embedded version of the IBM WebSphere Application Server.

Rather, choose The embedded version of the IBM WebSphere Application Server 
delivered with the Agent Manager installer and click Next to continue.

Figure 3-28   Install wizard panel 
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4. Figure 3-29 shows the Directory Name for the installation. Click Next to accept the default 
or click Browse to install to another directory. In our case, we accepted the default.

Figure 3-29   Directory Name panel
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5. The Type and Location of Registry panel is displayed, as shown in Figure 3-30. Choose 
32-bit DB2 local database, which is the default, and click Next to continue.

Figure 3-30   Type and Location of Registry panel
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6. In the next DB2 Universal Database™ Connection Information panel shown in 
Figure 3-31, enter the following database information:

– Database Software Directory:

Enter the directory where DB2 is installed on your system. The default directory is:

C:\Program Files\IBM\SQLLIB

In our case we installed DB2 in the E: drive.

– Database Name:

A default database called IBMCDB will be created for the Agent Manager. This value is 
already present in the panel. You can accept the default.

After entering the information, click Next to continue.

Figure 3-31   DB2 Universal Database Connection Information panel

7. The Database User Information panel is shown in Figure 3-32. A default user ID is already 
present in the user field. You can enter another database user name and type the 
corresponding password. This must be a DB2 administrator user ID that is in the 
DB2ADMNS group and Administrator group. 

If you want to use a separate user ID for the installation of Agent Manager only, you can 
select Use a different user ID during the installation, and enter the user ID and 
password. Note that if you do not select the check box, the following Database 
Administrator User ID and Password will not be used. 

We recommend that you use the DB2 ID and password from the DB2 installation if you 
use the DB2 only for TPC. This user ID and password are those created in step 8 on 
page 69.

You can refer to Table 3-5 on page 61 for the ID and password. In our installation, we use 
the DB2 ID and password from the DB2 installation. Click Next to continue.
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Figure 3-32   Database User Information panel

8. The WebSphere Application Server Connection Information panel is shown in Figure 3-33. 
Enter the following information, and click Next to continue:

– Host Name or Alias of Agent Manager:

Review the preinstallation task mentioned in 3.2.2, “Verifying primary domain name 
systems” on page 56. Use the fully qualified host name. For example, specify 
colorado.itso.ibm.com. This value is used for the URLs for all Agent Manager services. 
We recommend that you specify the fully qualified host name rather than an IP 
address. 

If you specify an IP address, you will see the warning panel shown in Figure 3-34 on 
page 82.

– Registration Port:

Use the default port of 9511 for the server-side SSL. 

– Secure Port:

Use the default port of 9512 for client authentication, two-way SSL. 

– Public Port and Alternate Port for the Agent Recovery Service:

Use the public communication port default of 9513. 

– Do not use port 80 for the agent recovery service:

Accept the default and do not check this box.
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Figure 3-33   WebSphere Application Server Connection Information panel

9. If you specify an IP address instead of a fully qualified host name for the Host Name or 
Alias of Agent Manager, you see the panel shown in Figure 3-34. We recommend that you 
click the Back button and specify a fully qualified host name.

Note: If you want to check this box to have the Agent Recovery Service running on 
this port, make sure that port 80 is not being used by another application. If any 
service is using port 80, Agent Recovery Service installs, but does not start. To 
check for other applications that are using port 80, run this command: 

netstat -an
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Figure 3-34   Warning IP specified panel

10.In the WebSphere Application Server Connection Information panel shown in Figure 3-35, 
accept the defaults and click Next to continue.

Figure 3-35   WebSphere Application Server Connection Information for Application Server Name
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11.In the Security Certificates panel (see Figure 3-36), we highly recommend that you accept 
the defaults to generate new certificates for a secure environment.

Click Next to continue.

Figure 3-36   Create security certificates
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12.In the panel shown in Figure 3-37, specify the Security Certificate settings. To create 
Certificates, you must specify a Certificate Authority Password. You must specify this 
password to look at the certificate files after they are generated. Make sure that you record 
this password in the worksheets in Appendix C, “Worksheets” on page 641.

The values in the Certificate Authority Name and in the Security domain are already 
propagated. After entering the passwords, click Next to continue. 

Figure 3-37   Define the Certificate Authority
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13.In the Agent Manager Set Passwords panel shown in Figure 3-38, enter the following 
information and click Next to continue:

– Agent Manager Password:

This is the resource manager registration password. This password is used to register 
the Data Server or Device Server with the Agent Manager. Enter the password twice.

We recommend that you record it in the worksheets provided in Appendix C, 
“Worksheets” on page 641.

– Agent registration Password:

This is the password used to register the Common Agents (for Fabric agent and Data 
agent). You must supply this password when you install the agents. This password 
locks the agentTrust.jks file. Enter the password twice.

You specify a unique password and record it in the worksheets provided in Appendix C, 
“Worksheets” on page 641. You must provide a password here, otherwise you cannot 
continue the installation.

Figure 3-38   Agent Manager Set Passwords panel

14.The User Input Summary panel is displayed (see Figure 3-39). If you want to change any 
settings, click Back and return to the window where you set the value. If you do not need 
to make any changes, click Next to continue.
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Figure 3-39   Input summary

The next panel is the WebSphere Application Server installation panel shown in Figure 3-40. 
The installation can take time, so be patient. 

Figure 3-40   WebSphere Application Server installation panel
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15.When the WebSphere Application Server installation is complete, you will see the 
summary information panel. Review the summary information panel (see Figure 3-41) 
and click Next to continue.

Figure 3-41   Summary information panel
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The Agent Manager installation starts and you see several messages indicating the 
installation process. Wait until you get to the panel shown in Figure 3-42. This normally will 
take about 5 minutes.

Figure 3-42   Agent Manager Installation progress
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16.The panel, Start the AgentManager Application Server, is shown in Figure 3-43. Choose 
Yes, start AgentManager now and click Next to continue.

Figure 3-43   Start the AgentManager Application Server
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You will see the panel in Figure 3-44, indicating that the WebSphere server is starting the 
Agent Manager.

Figure 3-44   Starting WebSphere of AgentManager

17.The Summary of Installation and Configuration Results panel is displayed in Figure 3-45. 
Verify that the Agent Manager has successfully installed all of its components. Review the 
panel and click Next to continue.
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Figure 3-45   Summary of Agent Manager configuration options summary

18.The last panel (Figure 3-46) shows that the Agent Manager has been successfully 
installed. Click Finish to complete the Agent Manager installation.

Figure 3-46   Finish the Agent Manager install
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Verifying the installation
You can verify the installation by running the HealthCheck utility from a command-prompt.

From a command prompt, navigate to the directory, <InstallDir>\toolkit\bin and run 
HealthCheck. In our case E:\Program Files\IBM\AgentManager\toolkit\bin.

Refer to the HealthCheck.readme file located in this directory for the HealthCheck usage.

In our installation, we use itso13sj as the agent registration password, so we specify it as 
part of the RegistrationPW parameter. The default value for this password is changeMe. 
See Figure 3-47.

Figure 3-47   Healthcheck utility

Verify that the ARS.version field shows the level you have installed (in our case, it is 1.3.2.30), 
and that at the end, you see the message, Health Check passed, as shown in Figure 3-48.

Figure 3-48   Healthcheck utility result

After the Agent Manager installation complete, you can also verify the a connection to the 
agent manager database can be established. From a command-prompt, enter:

db2cmd db2 connect to IBMCDB user <db2 user ID> using <db2 password>

Change the <db2 user ID> and the <db2 password> with the values that you have used 
during the installation. In our case, both these parameters have the value db2admin as shown 
in Figure 3-49.
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Figure 3-49   DB2 command line CONNECT

3.4  Installing Tivoli Storage Productivity Center components 
Now that all the prerequisites have been installed, we can install the Tivoli Storage 
Productivity Center components, keeping in mind that with Tivoli Storage Productivity Center 
V4.1 both Tivoli Storage Productivity Center and Tivoli Storage Productivity Center for 
Replication are installed.

We split the installation in two separate stages: we install the Database Schema first and, 
after that, we install the Data Server and the Device Server.

This is because if you install all the components in one step and any part of the installation 
fails for any reason (for example, space or passwords), the installation suspends and rolls 
back, uninstalling all the previously installed components.

3.4.1  Creating the Database Schema

Before starting the installation, verify that a supported version of DB2 Enterprise Server 
Edition has been installed and it has been started.

Follow these steps:

1. If Windows autorun is enabled, the installation program ought to start automatically. 
If it does not, open Windows Explorer and go to the Tivoli Storage Productivity Center 
CD–ROM drive or directory. Double-click setup.exe.

2. Choose your language and click OK (see Figure 3-50).

Figure 3-50   Language selection panel

Important: Log on to your system as a local administrator with database authority.
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3. The License Agreement panel is displayed. Read the terms and select I accept the terms 
of the license agreement. Then click Next to continue (see Figure 3-51).

Figure 3-51   License panel

4. Figure 3-52 shows how to select typical or custom installation. You have the following 
options:

– Typical installation:

This selection allows you to install all of the components on the same computer by 
selecting Servers, Agents, and Clients.

– Custom installation:

This selection allows you to install each component separately.

– Installation licenses:

This selection installs the Tivoli Storage Productivity Center licenses. The Tivoli 
Storage Productivity Center license is on the CD. You only need to run this option 
when you add a license to a Tivoli Storage Productivity Center package that has 
already been installed on your system. 

For example, if you have installed Tivoli Storage Productivity Center for Data package, 
the license will be installed automatically when you install the product. If you decide to 
later enable Tivoli Storage Productivity Center for Disk, run the installer and select 
Installation licenses. This option will allow you to install the license key from the CD. 
You do not have to install the Tivoli Storage Productivity Center for Disk product.

In this chapter, we document Custom Installation. Select also the directory where you 
want to install Tivoli Storage Productivity Center. A default install directory is suggested; 
you can accept it or change it and then click Next to continue.
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Figure 3-52   Custom installation

5. In the Custom installation, you can select all the components in the panel shown in 
Figure 3-53. By default, all components (except the Remote Data agent and Remote 
Fabric agent) are checked. Because in our scenario, we show the installation in stages, we 
only select the option to Create database schema, and click Next to proceed (see 
Figure 3-53).

Figure 3-53   Custom installation component selection
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6. To start the Database creation, you must specify a DB2 user ID and password. We 
suggest that you use the same DB2 user ID that you created when you installed DB2 
(see Table 3-5 on page 61). Click Next, as shown in Figure 3-54.

Figure 3-54   DB2 user and password

7. Enter your DB2 user ID and password again (see Table 3-5 on page 61). Make sure that 
you have the option Create local database selected. By default, a database named 
TPCDB is created. Click Database creation details... to continue (see Figure 3-55). 

.

Figure 3-55   DB2 user and create local database
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The panel in Figure 3-56 allows you to change the default space assigned to the 
database. Review the defaults and make any changes. In our installation we accepted the 
defaults.

For better performance, we recommend that you:

– Allocate TEMP DB on a separate physical disk from the Tivoli Storage Productivity 
Center components.

– Create larger Key and Big Databases.

Select System managed (SMS) and click OK and then Next to proceed (Figure 3-56). 
To understand the advantage of an SMS database versus a DMS database or the 
Automatic Storage, refer to the section entitled, “Selecting an SMS or DMS table space” in 
Appendix B, “DB2 table space considerations” on page 637.

Figure 3-56   DB schema space

8. You will see the TPC installation information that you selected as shown in Figure 3-57; 
click Install to continue.

Note: The TPC schema name cannot be longer than eight characters.
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Figure 3-57   TPC installation information

Figure 3-58 is the Database Schema installation progress panel. Wait for the installation to 
complete. 

Figure 3-58   installing DB

9. Upon completion, the Successfully Installed panel is displayed. Click Finish to continue 
(Figure 3-59).
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Figure 3-59   Installation summary information

Verifying the installation
To check the installation, choose Start  All Programs  IBM DB2  General 
Administration Tools  Control Center, to start the DB2 Control Center. Under All 
Databases, verify that you have at least a database named TPCDB, as shown in Figure 3-60.

Figure 3-60   Verifying DB2 installation

Attention: Do not edit or modify anything in the DB2 Control Center. This can cause 
serious damage to your table space. Simply use the DB2 Control Center to browse your 
configuration.
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Log files
Check for errors and Java exceptions in the log files at the following locations:

� <InstallLocation>\TPC.log 
� <InstallLocation>\log\dbSchema\install 

For Windows, the default InstallLocation is c:\Program Files\IBM\TPC. 

Check for the success message at the end of the log files for successful installation.

3.4.2  Installing TPC components
In this step we perform a custom installation to install the following components:

� Data Server
� Device Server
� GUI
� CLI
� Data agent
� Fabric agent

During this process two additional components will be also installed: the Tivoli Integrated 
Portal and the Tivoli Storage Productivity Center for Replication.

Preinstallation tasks
To install Data Server and Device Server components, you must log on to the Windows 
system with a user ID that has the following rights:

� Log on as a service.
� Act as part of the operating system.
� Adjust memory quotas for a process.
� Create a token object.
� Debug programs.
� Replace a process-level token.

Be certain that the following tasks are completed: 

� The Database Schema must be installed successfully to start the Data Server installation.
� An accessible Agent manager must be available to start the Device Server installation.
� The Data Server must be successfully installed prior to installing the GUI.
� The Device Server must be successfully installed prior to installing the CLI.

Custom installation
To perform a custom installation, follow these steps: 

1. Start the Tivoli Storage Productivity Center installer. 

2. Choose the language to be used for installation.

3. Accept the terms of the License Agreement.

4. Select the Custom Installation.

5. Select the components you want to install. In our scenario, we select the Servers, GUI, 
CLI, Data agent and Fabric agent as shown in Figure 3-61. Notice that the field, 
Create database schema, is grayed out. Click Next to continue.

Note: Because we selected to install also the Data agents and Fabric agents, the 
Register with the agent manager check box is selected and grayed out. 
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Figure 3-61   Installation selection

6. If you are running the installation on a system with at least 4 GB but less than 8 GB of 
RAM, you will get the warning message shown in Figure 3-62. Click the OK button to 
dismiss it and proceed with the installation.

Figure 3-62   Memory warning panel

7. In the Database administrator information, the DB2 user ID and password are filled in 
because we used them to create the Database Schema. See Figure 3-63. Click Next.
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Figure 3-63   DB2 User ID and password

8. We want to use the database TPCDB we created in the previous section on the same 
machine. So we select Use local database and we click Next to continue (Figure 3-64).

Figure 3-64   Use local database selection 

TPC can also run having the DB schema installed on another server. In this case you 
have to install the TPC schema on that server following the procedure documented in the 
previous section. Then, installing the other TPC components, you have to select the 
Use remote database option and specify the host name of the server running the DB2 
Manager. The other fields must be prefilled as shown in Figure 3-65. Verify their values 
and click Next.
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Figure 3-65   Remote database selection

If you selected to use a remote database, a warning message shown in Figure 3-66 is 
presented, reminding you to ensure that the remote DB2 instance is running before 
proceeding.

Figure 3-66   Ensure that DB2 is running on the remote system

Note: If you have the TPC schema already installed locally, the option of using a 
remote database is disabled. You have to uninstall the local copy and rerun the 
installation program to enable the remote database option.
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9. In the panel in Figure 3-67, enter the following information:

– Data Server Name:

Enter the fully qualified host name of the Data Server.

– Data Server Port:

Enter the Data Server port. The default is 9549. 

– Device Server Name:

Enter the fully qualified host name of the Device Server.

– Device Server Port:

Enter the Device Server port. The default is 9550. 

– TPC Superuser:

Enter the Administrators Group for the TPC Superuser. We are using a user ID that 
belongs to the existing Administrators group. See 3.2.5, “User IDs and passwords to be 
used and defined” on page 60 for more details.

– Host Authentication Password:

This is the password used for the Fabric agents to communicate with the Device 
Server. Remember to record this password. See Table 3-9 on page 63.

– Data Server Account Password:

For Windows only. TPC installer will create an ID called TSRMsrv1 with the password 
you specified here to run the Data Server service. The display name for the Data 
Server in Windows Services panel is:

IBM Tivoli Storage Productivity Center - Data Server

– WebSphere Application Server admin ID and Password:

This is the user ID and password required by the Device Server to communicate with 
the embedded WebSphere. 

You can use the TPC Superuser here. In our case we used db2admin. If we install a 
new local copy of the TIP, this user will be also used for the TIP administrator ID. See 
Table 3-12 on page 64 for further details.

If you click the Security roles... button: The Advanced security roles mapping panel is 
displayed. You can assign a Windows OS group to a role group for each TPC role that you 
want to make an association with, so you can have separate authority IDs to do various 
TPC operations. The operating group must exist before you can associate a TPC role with 
a group. You do not have to assign security roles at installation time, you can assign these 
roles after you have installed TPC.

If you click the NAS discovery... button: The NAS discovery information panel is 
displayed. You can enter the NAS filer login default user name and password and the 
SNMP communities to be used for NAS discovery. You do not have to assign the NAS 
discovery information at installation time, you can configure it after you installed TPC.

Note: If you select LDAP authentication later in the Tivoli Storage Productivity 
Center installation, then the value that you enter for LDAP TPC Administrator group 
overrides the value that you entered here for the TPC superuser.

Note: If you select LDAP authentication later in the Tivoli Storage Productivity Center 
installation, then the value entered for the LDAP TPC Administrator group overrides the 
value you entered here for the WebSphere Application Server admin ID and password.
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Click Next to continue (Figure 3-67). 

Figure 3-67   Component information for installation

10.n the panel shown in Figure 3-68, enter the Agent Manager information. You must specify 
the following information:

– Host name or IP address:

Fully qualified name or IP address of the agent manager server. For further details 
about the fully qualified name, refer to 3.2.2, “Verifying primary domain name systems” 
on page 56.

– Port (Secured):

Port number of the Agent Manager server. If acceptable (not in use by any other 
application), use the default port 9511.

– Port (Public):

The public communication port. If acceptable (not in use by any other application), use 
the default of 9513.

– User ID:

This is the user ID used to register the Data Server or Device Server with the Agent 
Manager. You have to use the built-in ID manager because it is not allowed to specify it 
during the Agent Manager 1.3.2 installation (see Figure 3-38 on page 85). 

– Password:

This is the password used to register the Data Server or Device Server with the Agent 
Manager. You specified this password previously during the Agent Manager install 
(see Figure 3-38 on page 85).

Warning: Due to a Agent Manager installation problem, this password might not 
have been registered correctly during the Agent Manager installation process. If you 
are experiencing problems, try with the default value: password.
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– Password - Common Agent registration password:

This is the password used by the Common Agent to register with the agent manager; 
it was specified when you installed the Agent Manager (see Figure 3-38 on page 85).

Click Next to continue.

Figure 3-68   Agent Manager Information panel

11.Because we elected to install also the Data agent and the Fabric agent, we are required to 
select the directory and the port that the new Common Agent will use. See Figure 3-69.

Figure 3-69   Common Agent installation panel
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12.The following panel lets us select an existing Tivoli Integrated Portal to use or install a new 
one. Because we are installing a new instance, we have to specify the installation 
directory and the port number. See Figure 3-70. TIP will use 10 port numbers starting from 
the one specified in the Port field (called Base Port). The 10 ports will be:

– base port
– base port+1
– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

The TIP administrator ID and password are pre-filled with the WebSphere admin ID and 
password specified during the Device Server installation (see Figure 3-67 on page 105).

Figure 3-70   Tivoli Integrated Portal panel

13.The next panel, shown in Figure 3-71, allows you to choose the authentication method 
that TPC will use to authenticate the users:

– If you want to authenticate the users against the operating system, select this option 
and click Next.

– If you want to use an LDAP or Active Directory, you need to have an LDAP server 
already installed and configured. If you decide to use this option, select the 
LDAP/Active directory radio button, click Next, and additional panels are displayed.
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Figure 3-71   Authentication type Panel

a. If you selected the LDAP/Active Directory option, the panel shown in Figure 3-72 is 
displayed. Insert the LDAP Server host name and change the LDAP Port Number 
if it is not corresponding to the proposed default value. You also need to fill in the Bind 
Distinguished Name and the Bind Password only if the anonymous binds are disabled 
on your LDAP server. Then click Next to continue.

Figure 3-72   LDAP Server panels

b. In the panel shown in Figure 3-73, you are required to insert the LDAP RDN for users 
and groups and the attributes that must be used to search the directory. When you click 
Next, the TPC installation makes an attempt to connect to the LDAP server to validate 
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the provided parameters. If the validation is successful, you are prompted with the next 
panel; otherwise an error message is shown explaining the problem encountered.

Figure 3-73   LDAP RDN details

c. In the panel shown in Figure 3-74, you are requested to specify the LDAP user ID and 
password corresponding to the TPC Administrator and the LDAP group that will be 
mapped to the TPC Administrator group. Also in this panel, after filling in the fields and 
clicking Next, the installation program will connect to the LDAP server to verify the 
correctness of the provided values. If the validation is successful, the next installation 
panel is shown.

Figure 3-74   LDAP user and group for TPC administration

 

 

 

Chapter 3. Tivoli Storage Productivity Center installation and upgrade on Windows 109



 

14.The Summary information panel is displayed. Review the information, then click Install to 
continue (see Figure 3-75).

Figure 3-75   Summary of installation

The installation starts. You might see several messages related to Data Server installation 
similar to Figure 3-76.

Figure 3-76   Installing Data Server

Warning: Due to the WebSphere Application Server APAR PK77578, the LDAP TPC 
Administrator user name value must not contain a space in it.
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You might also see several messages about the Device Server installation, as shown in 
Figure 3-77 and after that, messages related to the TIP installation, similar to Figure 3-78.

Figure 3-77   Installing Device Server

Figure 3-78   Installing TIP

Note: The installation of the Tivoli Integrated Portal can be a time consuming process, 
requiring more time than the other TPC components.
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TPC for Replication installation
15.Upon completion of the TIP installation, the TPC for Replication installation is launched. 

The TPC installation is temporarily suspended, and the panel in Figure 3-79 remains in 
the background while the TPC for Replication installation starts (see Figure 3-80.)

Figure 3-79   Installation panel launching the TPC for Replication

a. The Welcome panel is displayed. See Figure 3-80. Click Next to proceed.

Figure 3-80   TPC for replication Welcome panel

Warning: If you do not plan to use TPC for Replication, do not interrupt the installation 
by clicking the Cancel button. This will result in an interruption in the installation 
process with a subsequent complete TPC installation rollback. Complete the installation 
and then disable TPC for Replication.
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b. The installation wizard checks on the system prerequisites to verify that the operating 
system is supported and the appropriate fix packs are installed (see Figure 3-81). 

Figure 3-81   System prerequisites check running

c. If the system pass the prerequisites check, the panel shown in Figure 3-82 is 
displayed. Click the Next button.

Figure 3-82   System prerequisites check passed
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d. The license agreement panel is shown. Accept it and click Next as shown in 
Figure 3-83.

Figure 3-83   License Agreement Panel

e. On the panel shown in Figure 3-84, you can select the directory where TPC for 
Replication will be installed. A default location is displayed. You can accept it or change 
it based on your requirements. We decided to install TPC for Replication into the E: 
drive. When done, click Next to continue.

Figure 3-84   Destination Directory panel.
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f. In the panel shown in Figure 3-85 you can select the TPC for Replication user ID and 
Password. This ID is usually the system administrator user ID. If you are using Local 
OS Authentication and you want to enable the Single Sign-On feature for this user ID 
you have to provide the same credentials provided for the WebSphere Application 
Server Administrator (see step 9 on page 104).

Figure 3-85   TPC-R user ID and password

g. The Default ports panel is displayed.Ensure that the selected ports are available on the 
server and then click Next. See Figure 3-86.

Figure 3-86   TPC-R Ports panel

Note: If you want to use another user ID, you need to create it before beginning the 
installation and ensure that it has administrator rights. 
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h. Review the settings shown in Figure 3-87 and click Install to start the installation.

Figure 3-87   TPC-R Settings panel

i. The installation of TPC for Replication starts. Several messages about the installation 
process are shown, such as the one in Figure 3-88.

Figure 3-88   TPC-R installation running

j. After the completion of the TPC for Replication installation, a summary panel is shown 
reporting also the URL where the Web browser can be pointed to access the TPC-R 
Web-User Interface. By clicking the Finish button, this panel is closed and the 
installation flow goes back to the TPC installation panels (see Figure 3-89).
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Figure 3-89   TPC-R Summary panel.

16.After the creation of the TPC uninstaller, you see the summary information panel 
(Figure 3-90). Read and verify the information and click Finish to complete the 
installation.

Figure 3-90   Component installation completion panel 

Note: Tivoli Storage Productivity Center for Replication is installed with no license. You 
must install the Two Site or Three Site Business Continuity (BC) license.
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Verifying the installation 
At the end of the installation, we can use the Windows Services panel to verify that the TPC 
services (see Figure 3-91) have been installed.

Figure 3-91   Windows service

The following services are related to TPC:

� IBM Tivoli Storage Productivity Center - Data Server
� IBM WebSphere Application Server v6.1 - Device Server
� IBM WebSphere Application Server v6.1 - CSM is the service related to TPC for 

Replication

Moreover, another process, shown Figure 3-92, is present in the Services list and it 
represents the Tivoli Integrated Portal.

Figure 3-92   TIP Process
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All of the following services have to be present and started.

Log files for Data Server
Check the logs for any errors or Java exceptions. On Windows, the default installLocation is 
c:\Program Files\IBM\TPC. The log files for the Data Server are: 

� <InstallLocation>\TPC.log
� <InstallLocation>\log\data\install
� <InstallLocation>\log\install
� <InstallLocation>\data\log

Log files for Device Server
Check the log files for any errors. The log files for the Device Server are: 

� <InstallLocation>\TPC.log
� <InstallLocation>\log\device\install
� <InstallLocation>\device\log

Log files for GUI
Check the log files for any errors. The log files for the GUI are: 

� <InstallLocation>\TPC.log
� <InstallLocation>\log\gui\install
� <InstallLocation>\gui\log

Log files for CLI
Check the log files for any errors. The log files for the CLI are: 

� <InstallLocation>\TPC.log
� <InstallLocation>\log\cli\install

3.4.3  Agent installation

In this section, we present how to locally install Tivoli Storage Productivity Center agents. 
Refer to “Information sources” on page 6 for a summary of the agents and their function. 

Data agent and Fabric agent installation
Follow these steps:

1. Start the TPC Agent installation program launching the setup.exe file in the root directory 
of TPC Installation Disk2 (see 3.1.2, “Product code media layout and components” on 
page 55)

2. The language selection panel is presented. Select the preferred language and click OK as 
shown in Figure 3-93. 

Figure 3-93   Language Selection Panel
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3. On the License Agreement panel, accept the License condition and then select Next 
(see Figure 3-94). 

Figure 3-94   License Agreement Panel

4. Select the Custom Installation option and specify the location where the Agent is to be 
installed. 

Figure 3-95   Installation Type panel

5. In the panel shown in Figure 3-96, select the Data agent and the Fabric agent and click 
Next to continue.
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Figure 3-96   Agent selection panel

6. In the Servers information panel shown in Figure 3-97, you must specify the Data Server 
name and port, the Device Server name and port, and the Host authentication password. 
The host authentication password was specified in the scenario shown on page 102. 

Figure 3-97   TPC Servers information panel

7. If there is a Storage Resource agent already installed on the system, it will be migrated to 
a Data agent. The warning message shown in Figure 3-98 is displayed. Notice the two 
separate locations: The first location is where the Common Agent will be installed, 
whereas the second location is where the other TPC related files will be installed.
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Figure 3-98   Warning on an existing Storage Resource agent

8. If you click Data Agent Options in Figure 3-97, you will be able to select whether or not 
you want the agent to perform an initial scan when first brought up. You can also select 
whether or not the agent can run scripts sent by the server. We suggest that you keep the 
default values, leaving both check boxes selected. Then click OK to continue (see 
Figure 3-99. 

Figure 3-99   Data agent panel

9. Now you are prompted with the Agent Manager information panel shown in Figure 3-100. 
Host name and ports must be pre-filled. Insert the Common Agent registration password 
specified during the Agent Manager installation and click Next to proceed.
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Figure 3-100   Agent Manager panel

10.If the system already has a Common Agent installed on it, the installation gives you the 
possibility to select this agent or install a new one, as shown in Figure 3-101.

Figure 3-101   Common Agent selection panel

11.By clicking Windows service info... the optional panel in Figure 3-102 is shown. You can 
enter a Common Agent service name, user ID and password that the installation program 
will use to create a Windows service for the Common Agent. Enter the information and 
click OK.
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Figure 3-102   Common Agent service information panel

12.A summary panel is shown. See Figure 3-103.

Figure 3-103   Summary information panel

Note: If you are using domains, you must enter the domain name for user ID in the 
format <domain>\<account>.
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13.The installation of the agents start. During this process you might see messages as shown 
in Figure 3-104 or Figure 3-105.

Figure 3-104   Data agent installation process

Figure 3-105   Fabric agent installation running
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14.After the installation is complete, click the Finish button on the panel shown in 
Figure 3-106. 

Figure 3-106   Installation summary panel

To verify that the installation completed correctly, log on to the TPC GUI and go to 
Administrative Services  Data Sources  Data/Storage Resource Agents. 
The installed agent is now present in the list, as shown in Figure 3-107.

Figure 3-107   Agents in TPC GUI 

Note: The Agent Type column defines the agent we installed as Data agent.
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Storage Resource agent installation
You typically install the Storage Resource agent using the Tivoli Storage Productivity Center 
GUI. However, it is also possible to install it locally on a server through a command line. 

Depending on the decision of running the agent as a daemon or non-daemon service 
(on-demand service) and on the communication protocol that must be used, other 
parameters might be required. 

The images of the Storage Resource agent are located on both TPC images disks under 
<DiskImage>/data/sra/windows. 

We navigate to the <DiskImage>/data/sra/windows/bin directory. In our environment the 
communication is between two Windows machines, so the default communication protocol 
used is Windows (SMB). We have also decided to run the agent as a non-daemon service. 
As a result, the command that we are issuing requires a minimum set of parameters and will 
look similar to these:

Agent -install -serverPort <serverport> -serverIP <serverIP> -installLoc 
<installLocation> -userID <userID> -password <password>

The meanings and the values of these parameters are specified in Table 3-15. 

Table 3-15   Storage Resource agent install parameters

Figure 3-108 shows a successful installation of the Storage Resource agent.

Figure 3-108   Successful Storage Resource agent installation

Parameter Explanation Value

serverPort The port of the TPC Data Server. The default value is 
9549.

9549

serverIP IP address or fully qualified DNS name of the server. colorado.itso.ibm.com

installLoc Location where the agent will be installeda.

a. Make sure that when you specify a directory to install the Storage Resource agent into, you do 
not specify an ending slash mark (\). For example, do not specify C:\agent1\ because this will 
cause the installation to fail.

c:\tpcsra

userID The user ID defined on the agent system. This is the 
user ID t.hat the server can use to connect to the agent 
system

Administrator

password Password for the specified User ID. itso13sj
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To verify that the installation completed correctly from the TPC GUI, log on to the TPC GUI 
and go to Administrative Services  Data Sources  Data/Storage Resource Agents. 
The installed agent is now present in the list as shown in Figure 3-109. 

Figure 3-109   Agents in TPC GUI

3.4.4  Disabling TPC or TPC for Replication

If you have installed TPC V4.1 on a machine with more than 4 GB of RAM but less than 8 GB 
we strongly suggest that you run only TPC or TPC for Replication on that machine. In this 
case you must disable one of the two products. Also, if you have a powerful server but you 
plan to use only one of the two products, you can disable the other with the procedure we 
document here.

Disabling TPC for Replication
To disable the TPC for Replication server, go to Start  Settings  Control Panel  
Administrative Tools  Services. Right-click the following service:

IBM WebSphere Application Server V6.1 - CSM

Then select Properties, as shown in Figure 3-110. 

Note: For the agent installed on server maryl.itso.ibm.com, the Agent Type column is 
Storage Resource and the Last Communication Type is Windows.
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Figure 3-110   TPC for Replication service

On the panel shown in Figure 3-111, select Disabled under the Startup type menu and click 
the Stop button in the Service Status section. When the service has been stopped, click OK 
to close this panel.

Figure 3-111   Service properties panel

Disabling TPC
To disable the TPC, go to Start  Settings  Control Panel  Administrative Tools  
Services. Right-click the following service:

IBM WebSphere Application Server V6.1 - DeviceServer

Then select Properties, as shown in Figure 3-112.
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Figure 3-112   Services panel

On the panel shown in Figure 3-113, select Disabled under the Startup type menu and click 
the Stop button in the Service Status section. When the service has been stopped, click OK 
to close this panel.

Figure 3-113   Service properties panel

Repeat the same procedure for the following services:

� IBM Tivoli Storage Productivity Center - Data Server.

� IBM Tivoli Common Agent - <directory> if a Common Agent is installed. <directory> is 
where the Common Agent is installed. The default is <TPC_install_directory>\ca.
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� IBM Tivoli Storage Resource agent - <directory> if a Storage Resource agent is installed. 
<directory> is where the Storage Resource agent is installed. The default is 
<TPC_install_directory>\agent.

� Tivoli Integrated Portal - TIPProfile_Port_<xxxxx> where <xxxxx> indicates the port 
specified during installation. The default port is 16310.

� IBM ADE Service (Tivoli Integrated Portal registry).

3.5  Migrating TotalStorage Productivity Center V3.x to V4.1

The procedure to migrate from TPC V3.x to TPC V4.1 can be summarized as follows:

1. Upgrade DB2 to a supported version. This step can be optional depending on the current 
version of DB2 installed.

2. Migrate the database repository.

3. Upgrade the Agent Manager. This step can be optional.

4. Upgrade the TPC components.

5. Upgrade the TPC Agents.

The steps presented in this chapter have been performed on a Windows 2003 Enterprise 
Edition x64 system with the following components installed on it:

� DB2 V8.2
� TPC V3.3.2
� Tivoli Agent Manager V1.2.3
� TPC for Replication V3.4.1

3.6  Upgrading DB2 and migrating the TPC database

TPC V4.1 requires one of the following DB2 versions:

� IBM DB2 UDB Enterprise Server Edition v9.1 Fix Pack 2 or later
� IBM DB2 UDB Enterprise Server Edition v9.5 Fix Pack 3a or later

Depending on the version of DB2 currently available in your environment, you might need to 
upgrade it or install the required fix pack level. Table 3-16 reports the suggested action for 
each current DB2 version installed and an alternate action if available.

Table 3-16   DB2 upgrade paths

Note: Stop Tivoli Integrated Portal and IBM ADE Service only if no other applications are 
using these services.

Current DB2 version Suggested action Alternate action

DB2 v8.1 Upgrade to DB2 v9.5 Fix Pack 3

DB2 v9.1 Fix Pack 2 or lower Apply DB2 v9.1 Fix Pack 5 Upgrade to DB2 v9.5 Fix Pack 3

DB2 v9.5 Apply DB2 v9.5 Fix Pack 3
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3.6.1  Preparing for DB2 upgrade

Before proceeding with the DB2 upgrade, there are various steps that must be performed in 
order to ensure a successful upgrade procedure. A database backup will also be performed 
to rollback in case of any failure during the process.

If you are running a 32-bit instance of DB2 v8.1 on a Windows 64-bit and you are willing to 
use a 64-bit instance of DB2 v9.5, the direct migration of DB2 is not supported. The migration 
must be performed in two separate steps and there are two possible paths to follow:

1. From DB2 v8.1 32-bits  Upgrade to DB2 v8.1 64-bits  Migrate to DB2 v9.5 64-bit

2. From DB2 v8.1 32-bits  Migrate to DB2 v9.5 32-bits  Upgrade to DB2 v9.5 64-bit

Preparing the DB2 server
Follow these steps:

1. Stop the TPC services. The services that must be stopped are shown in Figure 3-114. 
Right click each of the processes listed hereafter and select Stop:

– IBM TotalStorage Productivity Center - Data Server
– IBM WebSphere Application Server v6 - DeviceServer
– IBM WebSphere Application Server v6.1 Tivoli Agent Manager
– IBM WebSphere Application Server v6 - CSM

Figure 3-114   TPC Services

Note: On Windows 2003, there is a known issue with the maximum size of environment 
variables such as the PATH variable. You need to install a hot fix from Microsoft. For 
information about the hot fix, go to

http://support.microsoft.com/kb/906469
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2. Open a DB2 Command Line Processor and stop the database manager. Issue the 
following command (see Figure 3-115):

db2stop force 

Figure 3-115   DB2 stop command

3. From a command line, move to the <DB2 9.5 image location>\db2\Windows\utilities 
directory. The db2ckmig command located in this directory can be used to verify that the 
databases are ready to be migrated. The result of this command is stored in a log file that 
can be checked for errors or warnings that must be solved before proceeding with the 
other migration steps. The commands to be issued are as follows:

db2ckmig TPCDB -l d2chkTPC.log -u db2admin -p db2admin
db2ckmig IBMCDB -l d2chkCDB.log -u db2admin -p db2admin
db2ckmig TPCRM -l d2chkRM.log -u db2admin -p db2admin

Figure 3-116 shows the result of these commands.

Figure 3-116   db2ckmig command

On the log files produced, verify that no error or warning messages are present and that 
the following line is present:

Version of DB2CKMIG being run: VERSION 9.5.

Note: In the rest of this chapter, we assume that the names of the databases are the 
default names. Then we have TPCDB for the TPC database, IBMCDB for the Agent 
Manager database, and TPCRM for the TPC for Replication database. If you are 
unsure about the database names in your environment, you can verify them by issuing 
the following command from a DB2 CLP:

db2 list db directory
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Backing up the databases
Now we perform an offline full backup for each local database:

1. Disconnect all application and users from the databases. From a DB2 CLP, issue the 
command:

db2 force application all

To verify that the command completed correctly, from a DB2 CLP, list the applications 
connected:

db2 list applications

The message shown in Figure 3-117 means that all applications have been correctly 
disconnected.

Figure 3-117   DB2 disconnect applications and users

2. Back up all the local databases with the backup database command. From a DB2 CLP, 
issue the following command:

db2 BACKUP DATABASE <Ddbname> USER <db2 user ID> USING <password> to 
<destination directory>

The database names, DB2 user ID, DB2 user password, and destination directory must be 
customized for your environment. In our case, the commands look similar to these:

db2 BACKUP DATABASE tpcdb USER db2admin USING password to d:\DBBCK
db2 BACKUP DATABASE ibmcdb USER db2admin USING password to d:\DBBCK
db2 BACKUP DATABASE tpcrm USER db2admin USING password to d:\DBBCK

Figure 3-118 shows a window with the result of these commands.

Figure 3-118   DB2 backup commands.

Figure 3-119 shows the tree created on the file system as result of the commands shown 
previously.
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Figure 3-119   Backup tree 

3. Optionally, the backups can be tested to ensure their integrity. Figure 3-120 shows the 
result of the db2ckbkp command issued against one of the backups taken in the previous 
steps.

Figure 3-120   Backup Verification

3.6.2  Migrating DB2

Now you are ready to migrate the DB2 server version from v8.1 to v9.5 Fix Pack 3:

1. Locate and double-click the setup.exe file in the DB2 v9.5 CD image. The Welcome panel 
is displayed (see Figure 3-121). Click Install a Product to proceed.

Figure 3-121   DB2 Welcome panel
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2. Under the section, DB2 Enterprise Server Edition Version 9.5 Fix Pack 3, click Work with 
Existing as shown in Figure 3-122.

Figure 3-122   DB2 Select the product
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3. A panel showing existing DB2 installation on the server is shown. See Figure 3-123. In the 
list of the possible actions that can be performed, the Migrate action is present. Click 
Launch DB2 Setup wizard to proceed.

Figure 3-123   DB2 copy selection

4. The warning message shown in Figure 3-124 is presented, suggesting to run the db2ckmig 
tool. We executed this check in step 3 on page 133. Click OK to continue.

Figure 3-124   Warning message

5. The installer is launched showing the message in Figure 3-125 until it starts.

Figure 3-125   Preparing for install
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6. Even if the DB2 instance is not running, you might still have a few DB2 processes running. 
The message shown in Figure 3-126 warns you about this situation. By selecting Yes, 
these processes will be shut down and the migration will continue.

Figure 3-126   DB2 running processes

7. The Welcome panel is shown. See Figure 3-127. Click Next to proceed.

Figure 3-127   DB2 Welcome panel
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8. Read and accept the license agreement selecting the appropriate radio button. Then click 
Next (see Figure 3-128). 

Figure 3-128   DB2 License Agreement panel

9. In the DB2 installation type panel, accept the default Typical installation and click Next. 
to continue (Figure 3-129).

Figure 3-129   DB2 installation type panel
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10.In panel shown in Figure 3-130, accept the default option to create a response file also. 
Change the response file name and location if you want.

Figure 3-130   DB2 installation response file creation

11.The DB2 location panel is shown. The location cannot be changed because we are 
upgrading a previous version. Click Next as shown in Figure 3-131.

Figure 3-131   DB2 install location panel
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12.In the panel shown in Figure 3-132, you can change the DB2 copy name. Accept the 
default and click Next.

Figure 3-132   DB2 Copy name panel

13.In the panel shown in Figure 3-133, the User name field must be already filled in with the 
correct DB2 admin user ID. Fill in the Password and Confirm password fields and click 
Next to continue. 

Figure 3-133   DB2 user panel
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14.Leave the operating system security options unchanged and click Next. See Figure 3-134.

Figure 3-134   DB2 OS Security

15.It is likely that the DB2 groups defined in the previous step are already present in the 
system. In this case, the warning message shown in Figure 3-135 is shown. Click OK to 
proceed.

Figure 3-135   DB2 Groups warning message
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16.A panel summarizing the selected options is shown. Click Finish to begin the installation 
(see Figure 3-136). 

Figure 3-136   DB2 summary panel

17.The installation process begins. Panels similar to the one shown in Figure 3-137 are 
shown. 

Figure 3-137   DB2 installation running
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18.When the setup completes, the panel in Figure 3-138 is shown. Click Next.

Figure 3-138   DB2 Setup complete panel

19.Click Finish on the panel shown in Figure 3-139 to exit the DB2 setup wizard.

Figure 3-139   DB2 setup wizard

 

 

 

144 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

20.Click Exit on the First steps panel shown in Figure 3-140. 

Figure 3-140   DB2 first steps

3.6.3  Migrating the databases

Now that we have migrated the DB2 instance, we need to migrate the databases:

1. Open a DB2 Command window: Start  Programs  IBM DB2  DB2COPY1 
(Default)  Command Line Tools  Command Window.

2. Start the DB2 database manager by issuing the following command:

db2start

3. We need to issue the migrate database command against the TPC related databases. 
The syntax of the command is as follows:

db2 MIGRATE DATABASE <database_alias> USER <userID> USING <password>

We executed the command on all three databases, as shown in Figure 3-141, with a 
positive result. The databases are now correctly migrated.

Figure 3-141   DB2 database migration command
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4. We must verify that the migration completed correctly. From the same command window, 
we can issue the commands to connect to the databases. If there are no issues, the result 
is the one presented in Figure 3-142. 

Figure 3-142   DB2 connect statements

5. Now the following parameters must be manually set for each database:

– self_tuning_mem: Parameter that determines whether the memory tuner will 
dynamically distribute available memory resources as required between memory 
consumers that are enabled for self tuning. We set it to ON.

– pckcachesz: Package cache size configuration parameter. We set it to AUTOMATIC.

– database_memory: Database shared memory size configuration parameter. We set it 
to AUTOMATIC.

– avg_appls: Average number of active applications configuration parameter. We set it 
to AUTOMATIC.

We need to execute the following commands from a DB2 command window for TPCDB:

db2 update db cfg for tpcdb using self_tuning_mem on
db2 update db cfg for tpcdb using pckcachesz automatic
db2 update db cfg for tpcdb using database_memory automatic
db2 update db cfg for tpcdb using avg_appls automatic

Then we execute similar commands for IBMCDB and TPCRM:

db2 update db cfg for ibmcdb using self_tuning_mem on
db2 update db cfg for ibmcdb using pckcachesz automatic
db2 update db cfg for ibmcdb using database_memory automatic
db2 update db cfg for ibmcdb using avg_appls automatic
db2 update db cfg for tpcrm using self_tuning_mem on
db2 update db cfg for tpcrm using pckcachesz automatic
db2 update db cfg for tpcrm using database_memory automatic
db2 update db cfg for tpcrm using avg_appls automatic
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Figure 3-143 shows the result of the previous commands.

Figure 3-143   DB2 configuration parameters update

3.7  Upgrading the Agent Manager

In this section, we show how to upgrade the Tivoli Agent Manager. The latest version 
currently available and shipped with TPC V4.1 is Agent Manager V1.3.2.30. 

Follow these steps:

1. Start the Agent Manager upgrade procedure backing up the certificates. Move to 
<Agent_Manager_install_dir>/certs directory on the Agent Manager server and copy all 
the files in the directory in a safe place. On Figure 3-144, you see an example of the 
content of this directory. We installed the Agent Manager on D:\IBM\AgentManager.

Figure 3-144   Agent Manager certificates directory

Note: If you are running an Agent Manager, V1.2.x is mandatory to upgrade to V1.3.2 
because V1.2.3 runs inside a WebSphere version that is not supported anymore. 
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2. From the EmbeddedInstaller directory, run the program specified in Figure 3-17. You must 
have a Java Virtual Machine installed. If you want to designate a JVM located in a specific 
path, use the command presented in the third column of this table.

Table 3-17   Embedded Installer directory commands

3. The InstallShield wizard detects that a previous version of the Agent Manager is already 
installed and it gives the only option of performing an upgrade as shown in Figure 3-145. 
Click Next to proceed with the upgrade.

Figure 3-145   Agent Manager Upgrade panel

4. The Database User Information panel is shown in Figure 3-146. A default user ID is 
already present in the user field. Type the corresponding password to use it. You can also 
enter another database user name and type the corresponding password. This must be a 
DB2 administrator user ID that is in the DB2ADMNS group and Administrator group. 

If you want to use another user ID for the installation of Agent Manager only, you can 
select Use a different user ID during the installation, and enter the user ID and 
password. Note that if you do not select the check box, the following Database 
Administrator User ID and Password will not be used. 

In our case, we accepted the suggested db2admin user ID and we typed the 
corresponding password. Click Next after you are done with this panel.

Operating system Command Java alternate command

Microsoft Windows setupwin32.exe setupwin32.exe -is:javahome <JVM path>

Note: Before launching the installation, ensure that the user ID with which you are 
logged into the system has administrative authority.
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Figure 3-146   Agent Manager DB2 user ID and password

5. The installation program gathers information from the installed WebSphere application 
server. During this process, a panel similar to Figure 3-147 is shown.

Figure 3-147   Agent Manager installation gathering WebSphere info
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6. A panel summarizing the information for the upgrade is shown (see Figure 3-148). Click 
Next to start the upgrade.

Figure 3-148   Agent Manager summary panel

7. The upgrade process starts and multiple panels are shown describing the current upgrade 
step being performed. An example is given in Figure 3-149. Wait until these steps are 
completed.

Figure 3-149   Agent Manager upgrade running
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8. The panel shown in Figure 3-150 asks if you want to stop and restart the Agent Manager 
in order for the changes to take effect. If the Agent Manager can be stopped now, keep the 
default option Yes, stop and then start Agent Manager now and click Next.

Figure 3-150   Agent Manager stop and start panel

9. The installation program stops and starts the Agent Manager and the panel shown in 
Figure 3-151 is shown. Wait until this process completes.

Figure 3-151   Agent Manager stopping
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10.Upon completing the Agent Manager restart step, a summary panel is shown 
(Figure 3-152). Verify that all the steps concluded with a successful result and click Next 
to continue.

Figure 3-152   Agent Manager summary panel

11.The last panel of the wizard informs us that the upgrade process has been concluded 
successfully. Click Finish on the panel to close the upgrade program (Figure 3-153).

Figure 3-153   Agent Manager upgrade final summary panel

To verify that the upgrade process for the Agent Manager has been performed correctly, we 
can follow the same procedure described in “Verifying the installation” on page 92.
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3.8  Upgrading the TPC components

In this section, we show how to upgrade the TPC components. Before proceeding with the 
upgrade, there are various steps that must be performed.

Preparing for upgrade of TPC components
Follow these steps:

1. Exit all instances of the Tivoli Storage Productivity Center GUI.

2. Make sure that you have exclusive access to the server you are installing TPC V4.1 on. 
If you are accessing the server remotely, make sure that there are no other remote 
connections to the server. Multiple remote connections, such as Windows Remote 
Desktop Connections, will cause the upgrade to fail and can render the server 
unrecoverable. To log off other remote users on Windows, follow these steps:

a. Go to Start  Settings  Control Panel  Administrative Tools  Terminal 
Services Manager. 

b. On the Users tab, right-click the users that ought not to be logged on to the server and 
select Logoff from the pop-up menu (see Figure 3-154). 

Figure 3-154   Terminal Services Manager

c. Close the Terminal Services Manager window.

3. Stop all the TPC services. Also make sure that you stop any long running scan jobs. To 
stop the services, go to Start  Setting  Control Panel  Administrative Tools  
Services. Right-click the service and select Stop. The following services have to be 
stopped:

– IBM WebSphere Application Server V6 - Device Server

– IBM TotalStorage Productivity Center - Data Server

– IBM Tivoli Common Agent <directory> where <directory> is where the Common 
Agent is installed. The default is <TPC_install_dir>/ca.

– IBM WebSphere Application Server v6.1 - CSM if you also have TPC for Replication

4. Back up your current TPC V3.3 server and database. This is important in case of an 
upgrade failure:

a. Back up your TPC database using the same DB2 backup process described in the 
section “Backing up the databases” on page 134.

b. Back up your <TPC_install_dir> copying all its content in another directory. On 
Windows, the default TPC Install directory is:

C:\Program Files\IBM\TPC
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c. Back up your Common Agent installation directory (<common_agent_install_dir>) if it 
is not a subdirectory under your TPC directory. If you used the default directory 
structure when you installed Version 3.3, your <common_agent_install_dir> is 
C:\Program Files\IBM\TPC\ca and you do not need to back it up separately. It was 
already backed up in the previous step.

d. Back up the registries:

• InstallShield registries: backup the following directory

C:\Program Files\Common Files\InstallShield\Universal

• Backup the Windows registry. For Windows 2003 Server platforms you can refer to 
the following document:

http://technet.microsoft.com/en-us/library/cc758453(WS.10).aspx

• CA registry: backup the following registry

C:\Program Files\tivoli\ep.reg

5. Restart all TPC services. To start the services, go to Start  Setting  Control Panel  
Administrative Tools  Services. Right-click the service and select Start. The following 
services need to be restarted are:

– IBM WebSphere Application Server V6 - Device Server

– IBM TotalStorage Productivity Center - Data Server

– IBM Tivoli Common Agent <directory> where <directory> is where the Common 
Agent is installed. The default is <TPC_install_dir>/ca.

– IBM WebSphere Application Server v6.1 - CSM if you also have TPC for Replication

Upgrading the TPC components
The TPC upgrade is performed with the same installation program used for installing the 
product. Depending on the components already installed on the system, various panels are 
displayed.

To perform the upgrade, execute the following procedure:

1. Double-click the setup.exe file located in the root directory of the structure presented in 
3.1.2, “Product code media layout and components” on page 55.

2. Choose the language that must be used for installation and click OK (see Figure 3-155).

Figure 3-155   Language selection panel

Note: If TPC for Replication is installed in the system prior to the upgrade, it will be 
upgraded to V4.1 with the other components. If it is not present, it will be installed. The 
upgrade process will also install the Tivoli Integrated Portal on the same system.

 

 

 

154 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

3. The License Agreement panel is displayed. Read the terms and select I accept the terms 
of the license agreement. Then click Next to continue (see Figure 3-156).

Figure 3-156   License panel

4. Figure 3-52 shows how to select typical or custom installation. You have the following 
options:

– Typical installation:

This selection allows you to upgrade all of the components on the same computer. 
Certain options are grayed out by selecting Servers, Agents, and Clients.

– Custom installation:

This selection allows you to select the components that you can upgrade.

– Installation licenses:

This selection installs the Tivoli Storage Productivity Center licenses. The Tivoli 
Storage Productivity Center license is on the CD. You only need to run this option 
when you add a license to a Tivoli Storage Productivity Center package that has 
already been installed on your system. 

Note that the installation directory field is automatically filled with the TPC installation 
directory on the current machine and grayed out. In our case, a previous version of TPC is 
already installed in D:\IBM\TPC directory. Select Custom Installation. Click Next to 
continue.
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Figure 3-157   TPC Custom install

5. The panel with the TPC components is shown. The components already installed on the 
system are discovered, selected for upgrade, and greyed out. The current version of each 
component is displayed next to it. In our case, we have a TPC V3.3.2.72 installed on our 
system without local Data agents or Fabric agents. Figure 3-158 shows the corresponding 
panel. Click Next to proceed with the installation.

Figure 3-158   TPC Components panel
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6. If you are running the upgrade on a system with at least 4 GB but less than 8 GB of RAM, 
you will get the warning message shown in Figure 3-159. You can close the message 
panel by clicking OK.

Figure 3-159   TPC Memory warning message

Note: 8 GB of RAM is the minimum memory requirement to run both Tivoli Storage 
Productivity Center and Tivoli and Tivoli Storage Productivity Center for Replication. 

If you have less than 8 GB of RAM, you have to run only Tivoli Storage Productivity 
Center or Tivoli Storage Productivity Center for Replication because of system load. 
To do that, you must disable Tivoli Storage Productivity Center or Tivoli Storage 
Productivity Center for Replication after installation.
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7. The DB2 user ID and password panel is shown as in Figure 3-160. The information in 
these fields is propagated. Click Next to proceed.

Figure 3-160   TPC DB2 Administrator panel

8. The Database Schema panel is shown as in Figure 3-161. All the information in this panel 
is already propagated. Verify it and click Next to continue.
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Figure 3-161   TPC Database Schema panel

9. In the TPC servers panel shown in Figure 3-162, verify that the fields are filled with the 
correct information. Also, the password fields are filled with propagated information. Click 
Next when you are done.

Figure 3-162   TPC Servers panel
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10.The Tivoli Integrated Portal panel is shown as in Figure 3-163. Remember that this 
component is always installed when upgrading to TPC V4.1 unless you have an instance 
of TIP already installed on the system. In this case, the option, Reuse an existing TIP 
install section, is enabled and you can select that instance. If a TIP instance is not 
installed, you have to specify the installation directory for this new instance. We selected 
the D:\IBM\Tivoli\tip directory. The TPC/IP port 16310 is proposed as default in the 
Port field (called Base Port). TIP will use 10 port numbers starting from the one specified. 

The ten ports will be:

– base port
– base port+1
– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

The TIP administrator ID and password are pre-filled with the WebSphere admin ID and 
password specified for the Device Server. Click Next to proceed with the upgrade.

Figure 3-163   TIP Installation panel.
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11.In the Authentication type panel shown in Figure 3-164, you are prompted to select if the 
user authentication must be performed against the Operation System or against an 
LDAP/Active Directory server. If you select OS authentication, the panel shown after 
clicking Next is the one shown in Figure 3-167 on page 164, otherwise additional panels 
are displayed.

Figure 3-164   Authentication type panel
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12.If you selected the LDAP/Active Directory option, the panel shown in Figure 3-165 is 
displayed. Insert the LDAP Server host name and change the LDAP Port Number if not 
corresponding to the proposed default value. You also need to fill in the Bind 
Distinguished Name and the Bind Password only if the anonymous binds are disabled on 
your LDAP server. Click Next to continue.

Figure 3-165   LDAP server details
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13.In the panel shown in Figure 3-166, you are required to insert the LDAP RDN for users 
and groups and the attributes that must be used to search the directory. When clicking 
Next, the TPC install makes an attempt to connect to the LDAP server to validate the 
provided parameters. If the validation is successful, you are prompted with the next panel; 
otherwise an error message explaining the problem encountered is shown.

Figure 3-166   LDAP RDN details

14.In the panel shown in Figure 3-167, you are requested to specify the LDAP user ID and 
password corresponding to the TPC Administrator and the LDAP group that will be 
mapped to the TPC Administrator group. Also in this panel, after filling in the fields and 
clicking Next, the installation program will connect to the LDAP server to verify the 
provided values. If the validation is successful, the next installation panel is shown.

Warning: Due to the WebSphere Application Server APAR PK77578, the LDAP TPC 
Administrator user name value must not contain a space in it.
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Figure 3-167   LDAP user and group for TPC administration

15.If the validation is successful, the summary panel shown in Figure 3-168 is presented. 
Review its content and click Install to start the upgrade.

Figure 3-168   Summary panel
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16.Multiple panels such as the ones in Figure 3-169 and Figure 3-170 are now shown.

Figure 3-169   Running upgrade

Figure 3-170   TIP install
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17.Upon completion of the TIP installation, the TPC for Replication upgrade program is 
launched. The TPC installation is temporarily suspended and remains in the background 
while the TPC for Replication installation starts and a Welcome panel is displayed. See 
Figure 3-171. 

If TPC for Replication is already installed on your system, it will be upgraded, whereas 
if it is not present, it will be installed. In our system we have a previous version of TPC for 
Replication already installed, so the following panels will show a TPC for Replication 
upgrade. If it is the first time that TPC for Replication is installed on the system installation, 
the panels shown are those in section “TPC for Replication installation” on page 112.

Figure 3-171   TPC for Replication Welcome panel.

Note: The installation of the Tivoli Integrated Portal can be a time consuming process, 
requiring more time than the other TPC components.

Note: If TPC for Replication is not installed in your system and you do not plan to use 
TPC for Replication, you can interrupt the installation by clicking the Cancel button. 
Every subsequent upgrade of TPC will attempt to install it again. We suggest that you 
complete the TPC for Replication installation and then disable it.
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18.The installation wizard checks on the system prerequisites to verify that the operating 
system is supported and the appropriate fix packs are installed. See Figure 3-172.

Figure 3-172   System prerequisites check running

19.If the system passes the prerequisites check, the panel shown in Figure 3-173 is 
displayed. Click Next to continue.

Figure 3-173   System prerequisites check passed
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20.The license agreement panel is shown. Accept it and click Next as shown in Figure 3-174.

Figure 3-174   License Agreement Panel

21.On the panel shown in Figure 3-175, you can select the directory where TPC for 
Replication will be installed. The directory where TPC for Replication is correctly installed 
is proposed as the default location. You can accept it or change it based on your 
requirements. Click Next to continue.

Figure 3-175   TPC-R Installation directory
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22.In the panel shown Figure 3-176 you are prompted for the DB2 user ID and password. 
They are already propagated in the corresponding fields but they can be changed if 
necessary. Click Next to proceed.

Figure 3-176   TPC for replication DB2 user

23.The upgrade program checks for currently running TPC for Replication instances. If it is 
found, the message shown in Figure 3-177 is presented. Clicking Yes will continue 
stopping the TPC for Replication instance. 

Figure 3-177   Stop the running TPC for Replication instance

Note: This panel is shown only if you are upgrading from an instance of TPC for 
Replication configured to use DB2 as database repository.
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24.Review the settings shown in Figure 3-178 and click Install to start the upgrade.

Figure 3-178   TPC for Replication summary panel

25.The installation of TPC for Replication starts. Several messages about the installation 
process are shown, such as the one in Figure 3-179.

Figure 3-179   TPC-R installation running
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26.After the completion of the TPC for Replication upgrade, a summary panel is shown 
reporting also the URL where the Web browser can be pointed to access the TPC-R 
Web-UI (see Figure 3-180). By clicking the Finish button, this panel is closed and the 
installation flows goes back to the TPC installation panels.

Figure 3-180   TPC-R Summary panel.

27.The TPC installation continues its flow, creating the uninstaller for TPC as shown in 
Figure 3-181. 

Figure 3-181   TPC Uninstaller creation
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28.The TPC upgrade completes by clicking Finish on the panel shown in Figure 3-182. 

Figure 3-182   TPC Upgrade summary panel

Migrating the TPC Database
After you upgrade TPC, you have to migrate the TPC database using the database migration 
tool (partitiontables.bat or partitiontables.sh). 

TPC will function normally without the database migration, but with decreased performance 
as compared to the migrated database. The TPC V4.1 database has been changed to 
improve performance by taking advantage of the table partitioning and multidimensional 
clustering features of DB2. These changes are automatically included when you install TPC 
but the TotalStorage Productivity Center Version 3.x database is not migrated at this time.

You only have to run the database migration tool one time. You must run the database 
migration tool before you apply any fix packs or PTFs for TPC.

When you run the database migration tool, you can check the progress of the database 
migration in the migrateTable.log file in the <TPC_install_directory>\data\server\tools 
directory. You will see warning messages if the migration cannot be performed on the 
database or if the migration has been previously completed. The database migration tool 
prints out messages in this log indicating which table is currently being migrated and which 
subsystem ID or switch ID is currently being migrated. The database migration tool can be 
run more than once if an error occurred during execution. Tables that were successfully 
migrated during previous attempts will not be migrated in subsequent runs.

Hint: Because the database migration tool can take a long time to run (depending on the 
size of the database to be migrated), you can run the migration tool at a time that is 
convenient for you.
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To run the database migration tool, follow these steps: 

1. Download and unzip or untar the database migration tool into the TPC install directory. 
On Windows, the default directory is: 

c:\Program Files\IBM\TPC\

2. Stop the Data Server and Device Server.

3. Change to the following directory:

<TPC_install_directory>\data\server\tools

4. Run the following command:

partitiontables.bat

5. Restart the Data Server and the Device Server

3.9  Upgrading TPC agents

You have two options for upgrading an existing or older version of TPC Data agents or Fabric 
agents to the current release:

� Upgrading the agents through the GUI. This is also called a scheduled upgrade because 
you can specify to upgrade the agents at a time when network activity will not be impacted 
by the upgrades.

� Performing a local install of the agent, where the upgrade is actually done through the 
installation program. 

In this section we describe how to upgrade a TPC agent using this second approach.

1. Start the TPC Agent installation program launching the setup.exe file in the root directory 
of TPC Installation Disk2 (see 3.1.2, “Product code media layout and components” on 
page 55)

2. The language selection panel is presented. Select the preferred language and click OK 
(see Figure 3-183). 

Figure 3-183   Language Selection Panel

Warning: Do not use the database migration tool that is shipped on the IBM Tivoli Storage 
Productivity Center 4.1 DVD or electronic images. Use this interim fix for the tool available 
at the following address:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&dc=D400&uid=swg2
4022828&loc=en_US&cs=UTF-8&lang=en

Note: If you plan to use the Storage Resource agents and you have a TPC for Data agent 
or Fabric agent installed, we strongly recommend to uninstall them. 
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3. On the License Agreement panel, accept the License condition and then select Next 
(see Figure 3-184). 

Figure 3-184   License Agreement Panel

4. Select the Custom Installation option. The TPC install location is prefilled and greyed 
out. See Figure 3-185. Click Next to proceed.

Figure 3-185   TPC Custom install panel
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5. In the components panel shown in Figure 3-186, the old agents are already selected and 
greyed out. The corresponding version is displayed next to them. Ensure that no other 
components are selected and click Next to continue.

Figure 3-186   Agent selection panel

6. In the Servers information panel shown in Figure 3-187, all the fields are already filled with 
the propagated values. Check the corresponding values and click Next to continue.

Figure 3-187   TPC Servers information panel
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7. Now you are prompted with the Agent Manager information panel shown in Figure 3-188. 
All the fields are pre-filled. Review the values and click Next to proceed.

Figure 3-188   Agent Manager panel

8. A summary panel is shown. See Figure 3-189. Click Install to start the upgrade.

Figure 3-189   Summary information panel
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9. The installation of the agents start. During this process you might see messages such as 
the one in Figure 3-190.

Figure 3-190   Data agent installation process

10.The installation is then completed by clicking the Finish button on the summary panel 
shown in Figure 3-191.

Figure 3-191   Installation summary panel
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Chapter 4. Tivoli Storage Productivity 
Center installation and upgrade 
on AIX 

In this chapter, we show the step-by-step installation of the Tivoli Storage Productivity Center 
V4.1 on the AIX platform. We also show how you can upgrade previous TotalStorage 
Productivity Center 3.1.3 or later releases to Tivoli Storage Productivity Center V4.1.

4
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4.1  Tivoli Storage Productivity Center installation on AIX
In this chapter, we describe how to install the Tivoli Storage Productivity Center Standard 
EditionV4.1 and Tivoli Storage Productivity Center for Replication V4.1. The prerequisite 
components are installed prior to invoking the installation program.

Furthermore, in this section we provide information about the preparation work required 
before installing the Tivoli Storage Productivity Center family.

4.1.1  Installation overview

In order to get Tivoli Storage Productivity Center V4.1 to work, you need to follow certain 
steps as indicated in the following section references:

� Check that the system meets the prerequisites. 
See 4.2, “Preinstallation steps for AIX” on page 181.

� Install and configure all required prerequisite components. 
See 4.3, “Installing TPC prerequisites for AIX” on page 182.

� Install Tivoli Storage Productivity Center components. 
See 4.4, “Installing Tivoli Storage Productivity Center components” on page 203.

You can install Tivoli Storage Productivity Center using either Typical installation or Custom 
installation.

Custom installation allows you to see what components are being installed and where the 
components are being installed, as well as giving you the ability to customize your 
environment by allowing you to install separate components, versions, supply various 
passwords for user IDs, and change the default installation directories if required.

In our case, we install Tivoli Storage Productivity Center using the Custom installation option.

When you install Tivoli Storage Productivity Center, you have these installable components:

� Database schema
� Data Server and Device Server
� Graphical User Interface (GUI)
� Command Line Interface (CLI)
� Data agent
� Fabric agent

After Tivoli Storage Productivity Center is installed, the installation program will start the Tivoli 
Storage Productivity Center for Replication installation wizard.

4.1.2  Product code media layout and components

In this section, we describe the contents of the product media at the time of writing. The 
media content will differ depending on whether you are using the Web images or the physical 
media shipped with the Tivoli Storage Productivity Center V4.1 package. 

Note: Tivoli Storage Productivity Center for Replication is no longer a stand-alone 
application with TPC V4.1. Tivoli Storage Productivity Center V4.1 now installs Tivoli 
Integrated Portal and Tivoli Storage Productivity Center for Replication V4.1.
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Passport Advantage and Web media content
The Web media consists of two disk images:

� Disk1 contains all Tivoli Storage Productivity Center components:

– Database Schema 
– Data Server
– Device Server
– GUI
– CLI
– Data agent
– Fabric agent
– Tivoli Integrated Portal
– Tivoli Storage Productivity Center for Replication
– Storage Resource agent

� Disk2 contains local agent installation:

– Data agent
– Fabric agent
– Storage Resource agent

Physical media
The physical media shipped with the TPC V4.1 product consists of a DVD and a CD. The 
DVD contains the Disk1 part 1 and Disk1 part 2 content described in “Passport Advantage 
and Web media content”. The physical media CD is the same as the Web Disk2 media.

4.2  Preinstallation steps for AIX
Before deploying Tivoli Storage Productivity Center V4.1on AIX, you need to analyze your 
environment to ensure that the system requirements have been met and that you have all the 
prerequisite components installed and configured.

Certain prerequisite components need to be installed before proceeding with the Tivoli 
Storage Productivity Center V4.1 SE installation. See 4.2.3, “Prerequisite components for 
Tivoli Storage Productivity Center V4.1” on page 182.

4.2.1  Verifying system hardware prerequisites

For the hardware prerequisites, see the Web site at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp?topic=/com.ibm.tp
c_V41.doc/fqz0_r_hw_requirements.html

The Tivoli Storage Productivity Center server requires 8 GB of RAM. If you have at least 4 GB 
but less than 8 GB of RAM, you can still install Tivoli Storage Productivity Center and Tivoli 
Storage Productivity Center for Replication. However, you will get a warning message during 
installation.

Note: DIsk 1 has two parts to it; both parts must be downloaded in the same directory.
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If you have less than 8 GB of RAM, you have to run only Tivoli Storage Productivity Center or 
Tivoli Storage Productivity Center for Replication because of system load. To do that, you 
must disable Tivoli Storage Productivity Center or Tivoli Storage Productivity Center for 
Replication after installation.

For installations on AIX or Linux, you need a total of 6 GB of free disk space as shown next. 
Refer to “Disk space requirements” on page 33 for more information. 

� 2.25 GB for the /tmp directory
� 3 GB for the /opt directory
� 250 MB in the /home directory
� 10 KB of free space in /etc directory
� 200 MB in the /usr directory
� 50 MB in the /var directory

4.2.2  Verifying system software prerequisites

For the software prerequisites, see the Web site at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp?topic=/com.ibm.tp
c_V41.doc/fqz0_r_sw_requirements.html

4.2.3  Prerequisite components for Tivoli Storage Productivity Center V4.1

These are the components that you will need to install and configure prior to installing Tivoli 
Storage Productivity Center V4.1:

� IBM DB2 UDB Enterprise Server Edition v9.5 FixPack 3 64-bits

� Agent Manager 1.3.2:

Keep in mind that from Tivoli Storage Productivity Center V4.1 release, installing the 
Agent Manager is optional. You are only required to install the Agent Manager if you are 
planning to install Data and Fabric agents.

Order of component installation
The components are installed in the following order:

1. DB2
2. Agent Manager

4.2.4  User IDs and passwords to be used and defined
For considerations and information about the user IDs and passwords that you need to define 
or set up during TotalStorage Productivity Center installation, see “Security considerations” 
on page 38.

4.3  Installing TPC prerequisites for AIX
In this section, we describe how to install the TPC prerequisites on AIX. We perform a new 
installation of DB2 9 Fix Pack 3 64 bits for AIX as well as the Agent Manager 1.3.2 
installation.

Ensure that you have verified that your system meets all the minimum system requirements 
for installing the prerequisites, including adequate free disk space.
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Before beginning the installation, it is important that you log on to your system as a local 
system user with system rights authority.

4.3.1  DB2 installation: Command line

This topic describes how to install DB2 v9.5 Fix Pack 3 64-bit on AIX using the command line. 
To install DB2, first log on as a user with root authority, then use the following procedures.

To access the installation media using the CD, follow these steps:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the DB2 CD into the CD-ROM. Mount the CD-ROM file system at the desired mount 
point.

On AIX, you can use the crfs command to add an entry to /etc/file systems for the mount 
point. Run the following commands to achieve this:

/usr/sbin/crfs -v cdrfs -p ro -d'cd0' -m'/cdrom' -A'no'
mount /cdrom

The crfs command only has to be run once for a given mount point, and after that you 
can use mount and umount for each CD or DVD you put in the drive.

3. Change to the directory where the CD-ROM is mounted:

cd /cdrom

To access the installation media using a downloaded image, follow these steps:

1. Create a temporary directory (for example, db2temp) to hold the DB2 installer tar file and 
untarred files. These files require 2 GB to 3 GB of hard drive space:

mkdir /db2temp

2. Copy or download the DB2 installer into db2temp.

3. Change to the directory where you have stored the image, for example:

cd /db2temp

4. Un-tar (extract) the DB2 installer file, following the instructions supplied at the repository 
from which you download the image, which might invole running the tar or gunzip 
commands, or a combination of both. For example:

tar -xvf v9.5fp3a_aix64_ese.tar

5. Change to the installation directory, which you extracted from the image. For example:

cd /db2temp/ese

Beginning the installation
1. At the command prompt on the host, execute the command line installer:

./db2_install

Attention: In this section, we are dealing with a clean installation of TPC V4.1. Therefore it 
is important to understand that if you are required to migrate or upgrade your current TPC 
environment to TPC 4.1, that you follow the migration and upgrade sections found later on 
in this chapter.
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2. The installer is started, requesting you either to select the default installation directory, or 
optionally, you can choose another directory, as shown in Figure 4-1. We choose No.

Figure 4-1   Select directory

3. Select the product to install, ESE (DB2 Enterprise Server Edition) as shown in Figure 4-2.

Figure 4-2   Select product

4. Figure 4-3 shows the DB2 installation being initiated and informs you of the estimated time 
to perform all tasks.

Figure 4-3   DB2 ESE installation progress

5. The Installation Summary eventually is displayed and indicates a successful installation. 
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Configuring the DB2 environment
When configuring the users and groups required for the DB2 environment, refer to the 
information in the Chapter 2, “Planning for installation of Tivoli Storage Productivity Center” 
on page 31. 

1. Create users and groups for use with DB2; from the host command line, type:

mkgroup id=999 db2iadm1
mkgroup id=998 db2fadm1
mkgroup id=997 dasadm1
mkuser id=1004 pgrp=db2iadm1 groups=db2iadm1 home=/home/db2inst1 db2inst1
mkuser id=1003 pgrp=db2fadm1 groups=db2fadm1 home=/home/db2fenc1 db2fenc1
mkuser id=1002 pgrp=dasadm1 groups=dasadm1 home=/home/dasusr1 dasusr1

2. Verify the owner of the directories. Do this by typing ls -ld against the directories as 
seen in Figure 4-4; the directory owners are displayed as defined in Step 1.

Figure 4-4   Verify directory owners

3. Set the DB2 user passwords:

passwd db2inst1

You are required to enter the password twice for verification, this presents the password 
that you want to use for the DB2 instance.

passwd db2fenc1

You are required to enter the password twice for verification, this presents the password 
that you want to use for the fenced user.

passwd dasusr1

You are required to enter the password twice for verification, this presents the password 
that you want to use for the DB2 administration server (DAS) user.

4. Add authentication attributes to the users:

pwdadm -f NOCHECK db2inst1
pwdadm -f NOCHECK db2fenc1
pwdadm -f NOCHECK dasusr1

5. Change group db2iadm1 to include the root user:

chgroup users=db2inst1,root db2iadm1

6. Create a DB2 Administration Server (DAS):

/opt/IBM/db2/V9.5/instance/dascrt -u dasusr1
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As shown in Figure 4-5, you ought to see a message indicating that the program 
completed successfully.

Figure 4-5   Create DAS server

7. Create a DB2 instance:

/opt/IBM/db2/V9.5/instance/db2icrt -a server -u db2fenc1 db2inst1

As shown in Figure 4-6, you ought to see a message indicating that the program 
completed successfully.

Figure 4-6   Create DB2 instance

Source the instance profile:

. /home/db2inst1/sqllib/db2profile

8. Optional: Change the default location for database repositories. By default, this location is 
/home/db2inst1.

Note: /home is usually not large enough for database repositories. Choose a file system 
with enough free space to contain the IBM Tivoli Storage Productivity repository. 

In our case, we use the default repository location.

To change the default location, complete the following steps:

a. Type db2 update dbm cfg using DFTDBPATH <new repository path> IMMEDIATE, 
where <new repository path> represents the new location for the repository.

b. Type chown -R db2inst1:db2iadm1 <new repository path> to assign ownership to 
db2inst1 and permission to anyone in db2iadm1.

9. Configure DB2 communication:

a. Edit /etc/services and verify or add the following line at the end of the file:

db2c_db2inst1 50000/tcp

b. Type db2 update dbm cfg using svcename db2c_db2inst1

c. Type db2set DB2COMM=tcpip

Note: There is a space between . and /home.
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10.Add the DB2 license:

a. Type cd /opt/IBM/db2/V9.5/adm

b. Type
./db2licm -a <DB2 installer location>/db2/ese/disk1/db2/license/db2ese_o.lic

Here, <DB2 installer location> represents the directory where the DB2 installer is located.

11.Restart DB2, as shown in Figure 4-7.

a. Type db2stop force

b. Type db2 terminate

c. Type db2start

Figure 4-7   Restart DB2

Verifying that DB2 is installed correctly
The general steps to verify that DB2 has been installed properly are as follows:

1. Create the SAMPLE database.

2. Connect to the SAMPLE database.

3. Run a query against the SAMPLE database.

4. Drop the SAMPLE database.

To verify that DB2 has been installed successfully, complete the following steps:

1. Change to the instance owner user ID by using the su command. For example, if your 
instance owner user ID is db2inst1, type the following command at the host command 
prompt:

su - db2inst1

2. Start the database manager by entering the db2start command.

3. Enter the db2sampl command to create the SAMPLE database.

4. Enter the following DB2 commands from a DB2 command window to connect to the 
SAMPLE database, retrieve a list of all the employees that work in Department 20, and 
reset the database connection. You can see the results of step 3 and step 4 in Figure 4-8:

db2 connect to sample
db2 “select * from staff where dept=20”
db2 connect reset

Note: There is no completion message. When the command prompt returns, the 
process is complete.
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Figure 4-8   Verify DB2

5. If all steps completed successfully, you can remove the SAMPLE database. Enter the 
command db2 drop database sample to drop the SAMPLE database.

4.3.2  Agent Manager installation using 64-bit DB2 instance: Console install
The Agent Manager is required only if you are installing the Data agents and Fabric agents.

Agent Manager is optional. If you decide at a later stage to install Agent Manager, you can do 
so, however you will then be required to register the Device Server and Data Server with the 
Agent Manager before installing Data agents and Fabric agents.

When you install a new version of Agent Manager on your system, you will be installing 
version 1.3.2.

Agent Manager requires a DB2 database repository. You can install Agent Manager using a 
32-bit DB2 instance or a 64-bit DB2 instance. To determine the level of DB2 you have, run the 
db2level command.

In this example, we will be installing Agent Manager using a 64-bit DB2 instance.

Preparing DB2 database for use with Agent Manager
Follow these steps to prepare the DB2 database:

1. Ensure that you are logged in as root on the Agent Manager host.

2. Set the environment variables for the database instance (source db2profile):

. /home/db2inst1/sqllib/db2profile
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3. You must enable TCP/IP communications to be able to install Agent Manager with a 64-bit 
DB2 instance. Run the db2set command to check for the DB2COMM variable; the correct 
value returned is tcpip, as seen in Figure 4-9.

Figure 4-9   TCP/IP Communication

4. Configure the database on the DB2 instance:

a. Open a db2 prompt by typing db2 in the shell command prompt, as shown in 
Figure 4-10.

Figure 4-10   DB2 prompt

b. Create this database object without any schema. Use the following command:

db2 =>CREATE DATABASE <DATABASE_NAME> USING CODESET UTF-8 TERRITORY US

Here, <DATABASE_NAME> is the name of the database that is created, as shown in 
Figure 4-11.

Note: We use the default database name, which is IBMCDB. We recommend using 
the default name, however, you can make it whatever you prefer, keeping in mind 
that it must not exceed 8 characters.
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Figure 4-11   Create database

c. For DB2 V9.1 or V9.5, you are required to run the following command, which updates 
certain parameters on the database to the recommend values:

db2 =>UPDATE DATABASE CONFIGURATION FOR <DATABASE_NAME> USING
DBHEAP 8192
APPLHEAPSZ 4096
APP_CTL_HEAP_SZ 512
STMTHEAP 32768
PCKCACHESZ 2000
CATALOGCACHE_SZ 360
LOGBUFSZ 800
UTIL_HEAP_SZ 10000
STAT_HEAP_SZ 6000
MINCOMMIT 1
NUM_IOCLEANERS 1
NUM_IOSERVERS 3
MAXAPPLS 120
AVG_APPLS 5
NUM_DB_BACKUPS 30
LOGPRIMARY 6
LOGSECOND 50
LOGFILSIZ 1024

Here, <DATABASE_NAME> is the name of the database which is created, as shown in 
Figure 4-12.

Figure 4-12   Update DB2 database parameters
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d. Check if the database was created by running the command shown in Figure 4-13:

db2 =>list db directory

Figure 4-13   Verify creation of database

e. Type QUIT at the command prompt to exit DB2 interactive mode.

To access the installation media using the CD:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the CD into the CD-ROM. Mount the CD-ROM file system at the desired mount 
point.

On AIX, you can use the crfs command to add an entry to /etc/filesystems for the mount 
point. Run the following command to achieve this:

/usr/sbin/crfs -v cdrfs -p ro -d'cd0' -m'/cdrom' -A'no'
mount /cdrom

The crfs command only has to be run once for a given mount point, and after that you 
can use mount and umount for each CD or DVD you put in the drive.

3. Change to the directory where the CD-ROM is mounted:

cd /cdrom

To access the installation media using a downloaded image:

1. Create a temporary directory (for example, temp) to hold the Agent Manager installer tar 
file and untarred files. These files require 2 GB of hard drive space.

mkdir /temp

2. Copy or download the Agent Manager installer into the temp directory.

3. Change to the directory where you have stored the image, for example:

cd /temp

4. Un-tar (extract) the Agent Manager installer file, following the instructions supplied at the 
repository from which you download the image, which might involve running the tar or 
gunzip commands, or a combination of both. For example:

tar -xvf AgentManagerEmbeddedWS_AIX.tar
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5. Change to the installation directory, which you extracted from the image. For example:

cd /temp/EmbeddedInstaller

Beginning the installation
Follow these steps:

1. To start the Agent Manager installation program, run the command shown in Figure 4-14:

setupAix.bin -console

Figure 4-14   Start installation program

2. Choose the runtime container that you want to use for the Agent Manager. You are 
required to select to install the embedded version, as seen in Figure 4-15.

Figure 4-15   Select runtime container

Attention: You have the option to choose an existing WebSphere Application Server, 
however, this option is not supported. Do Not select this option.
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3. Type the directory name or accept the default directory where you want to install the Agent 
Manager software. Keeping in mind that this location requires sufficient space, we choose 
the default as shown in Figure 4-16. 

Figure 4-16   Choose installation directory

4. Choose the type and location of the Database for the Registry; we choose a 64-bit DB2 
local database as shown in Figure 4-17.

Figure 4-17   Choose type and location of the Database for the Registry
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5. Enter the required DB2 database connection information as prompted by the installer and 
shown in Figure 4-18. Ensure that you enter the correct information here.

We choose the defaults for the Host Name, Database Port, and Database Name. You will 
need to make changes where applicable if necessary.

The location of DB2 Universal Database Type 4 Drivers for JDBC™ is the location where 
DB2 is installed.

Figure 4-18   DB2 database connection information

6. A message is displayed as seen in Figure 4-19; this is for informational purposes. This 
message is only applicable if you have chosen to use a remote DB2 database. Click Next 
and continue.

Figure 4-19   Informational message
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7. Enter the required DB2 user information as seen in Figure 4-20. This is the user ID 
created when installing DB2 with the correct DB2ADMNS rights.

Figure 4-20   DB2 user information

You have the option of using another user ID for installation of Agent Manager; in our 
example we choose this option as seen in Figure 4-21. We have chosen to use the same 
user ID and password entered in the previous step.

Figure 4-21   Specify separate user ID for installation
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8. Enter the connection information for the WebSphere Application Server as seen in 
Figure 4-22.

Figure 4-22   WebSphere Application Server connection information

Accept the default ports and continue to next step.

9. Next, in this step, we choose to accept the default, which is port 80 that will be used for the 
agent recovery service as seen in Figure 4-23, if you are not sure if port 80 is being used 
by another application, you can issue the command netstat -a -n, and look for port 80 
in the listening state.

Figure 4-23   Choose port for the agent recovery service

Note: If you specify a host name, use the fully qualified host name. For example, 
specify azov.itsosj.sanjose.ibm.com. This value is used for URLs for all Agent 
Manager services. We recommend that you use the fully qualified host name rather 
than an IP address.
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10.Accept the defaults for the following prompts: Application Server Name, Context Root of 
Application Server, and Automatically start the agent manager each time the 
system restarts, as shown in Figure 4-24.

Figure 4-24   Application Server information

11.The Security Certificates step as seen in Figure 4-25 lets you choose whether you want to 
use the demonstration certificates or create your own certificates for this installation. 
We highly recommend that you generate new certificates for a secure environment. 
We choose to generate new certificates.

Figure 4-25   Security Certificates

12.Define the Certificate Authority, as seen in Figure 4-26.

Note: We recommend that you specify a password so that you can view the certificate 
files at a later stage if you experience problems. If you do not specify a password, you 
will not be able to view the certificate files.
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Figure 4-26   Certificate Authority

13.Enter the passwords required:

a. Agent Manager Password:

This is the resource manager registration password. This password is used to register 
the Data Server or Device Server with the Agent Manager. Enter the password twice; 
see Figure 4-27.

Write this password down so that you can provide the proper password when you 
install the Tivoli Storage Productivity Center server.

Figure 4-27   Agent Manager password

Note: The default password is password. 

At the time of writing this book, entering a password other than password will not 
work. The Agent Manager will revert back to using the default password, so ensure 
that you enter the default password when installing the Device and Data Server.
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b. Agent Registration Password:

This is the password used to register the Common Agents (for Fabric agent and Data 
agent). You must supply this password when you install the agents. This password 
locks the agentTrust.jks file. Enter the password twice; see Figure 4-28.

Write this password down so that you can provide the proper password when you 
install the agents.

Figure 4-28   Agent Registration password

14.The User Input Summary is displayed as seen in Figure 4-29. Review the information that 
you have defined for the Agent Manager installation. If you are in agreement that all the 
information entered is correct, you can proceed; type 1 and press Enter to continue.

Figure 4-29   User Input Summary

Note: The default password for this was changeMe in Agent Manager 1.2. In Agent 
Manager 1.3.2, a default password is no longer supplied.
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15.You will see several installing panels displayed for Embedded WebSphere; see 
Figure 4-30. Wait for the installation to complete, then press Enter.

Figure 4-30   Progress panel for Embedded WebSphere

16.After the Embedded WebSphere has been installed and configured, you will see the 
summary information panel for Agent Manager (Figure 4-31). Press Enter to proceed.

Figure 4-31   Summary information for Agent Manager
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Progress panels will be displayed as seen in Figure 4-32. 

Figure 4-32   Agent Manager Progress Panel

17.The prompt, Start the Agent Manager Application Server? is displayed. Select Yes 
to start the Agent Manager and press Enter, as shown in Figure 4-33. 

Figure 4-33   Start Agent Manager Application Server
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18.You ought to see the message shown in Figure 4-34 if the Agent Manager installed 
successfully.

Figure 4-34   Agent Manager installation summary

19.Press Enter to finish installation.

20.At the end of the installation, the Agent Manager starts automatically. Run the 
HealthCheck command to verify that the Agent Manager is running. This command is 
located in <directory>/toolkit/bin where <directory> is the location where Agent 
Manager is installed. An example shown in Figure 4-35.

Figure 4-35   HealthCheck command
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Verify that the HealthCheck passed, as shown in Figure 4-36. 

Figure 4-36   Verify HealthCheck passed

We are now complete with the prerequisite software installations.

4.4  Installing Tivoli Storage Productivity Center components

Now that all the prerequisites have been installed, we can install the Tivoli Storage 
Productivity Center components.

Before you begin the installation, consider the following requirements:

� Confirm that the correct versions of DB2 and Agent Manager are installed on your system.

� User IDs that will be required during the installation have been documented for reference.

� If you are planning to use LDAP, ensure that you have all the correct information; see the 
LDAP section. Refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31 for LDAP planning considerations. 

� Make sure that DB2 is up and running.

We will split the installation into two parts. First, we install the Database Schema. Second, we 
install the remaining components, including Data Server, Device Server, local Data agents 
and Fabric agents, Tivoli Integrated Portal, and Tivoli Storage Productivity Center for 
Replication.

Note: It is optional to install the Data and Fabric agents. Refer to Chapter 2, “Planning for 
installation of Tivoli Storage Productivity Center” on page 31 for agent considerations. 
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Accessing the installation media using the CD
Follow these steps:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the CD into the CD-ROM. Mount the CD-ROM file system at the desired mount 
point.

On AIX, you can use the crfs command to add an entry to /etc/filesystems for the mount 
point. Run the following command to achieve this:

/usr/sbin/crfs -v cdrfs -p ro -d'cd0' -m'/cdrom' -A'no'
mount /cdrom

The crfs command only has to be run once for a given mount point, and after that you 
can use mount and umount for each CD or DVD that you put in the drive.

3. Change to the directory where the CD-ROM is mounted:

cd /cdrom

Accessing the installation media using a downloaded image
Follow these steps:

1. Create a temporary directory (for example, temp) to hold the Tivoli Storage Productivity 
Center installer tar files and untarred files. These files require 3 GB to 4 GB of hard drive 
space.

mkdir /temp

2. Copy or download the Tivoli Storage Productivity Center installer into temp.

3. Change to the directory where you have stored the image, for example:

cd /temp

4. Un-tar (extract) the Tivoli Storage Productivity Center installer file, following the 
instructions supplied at the repository from which you download the image, which might 
involve running the tar or gunzip commands, or a combination of both. For example:

tar -xvf TPC_4.1.0.97_SE_aix_disk1_part1.tar

Be sure to untar both parts for disk1.

5. Change to the installation directory, which you extracted from the image. For example:

cd /temp

Preparing the display
If you are installing from a remote terminal session, you must set up an X-Windows display or 
a Virtual Networking Computing (VNC) Viewer connection prior to beginning the installation 
process.

If you decide to use X-Windows server, you first need to start your local X-Windows server 
application. Examples are Hummingbird Exceed or Cygwin. Refer to Appendix A, “Report and 
Data Source Import Configuring X11 forwarding” on page 621 for more information. 

If you decide to use VNC Viewer, you first need to start the VNC Server on the AIX server, set 
up a connection password, and then start the local VNC Viewer.

When launching the Tivoli Storage Productivity Center setup as shown in step 3 on page 206, 
you might find that the graphical interface fails to launch.
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InstallShield will show launching as seen in Figure 4-37, and eventually return to the 
command prompt; in our case this was caused by missing font packages within Cygwin.

Figure 4-37   InstallShield

To check the logs, cd to the /tmp directory where you will find for example a folder named 
“istemp180486124151244”, cd into this folder and view the “APP_STDERR” file, you can see 
the output as shown in Figure 4-38. This indicates an error relating to the fonts.

Figure 4-38   Install error caused by fonts

To solve this problem, you need to install the correct font packages. Refer to Appendix A, 
“Report and Data Source Import Configuring X11 forwarding” on page 621 for more 
information. 
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4.4.1  Creating the database schema

This topic provides information about how to create the database schema for use with Tivoli 
Storage Productivity Center.

1. Log on to the system with root authority.

2. Set up your shell environment to point to the instance where the database repository will 
be installed, to do this, source the db2profile script for the desired instance.

In our case the DB2 instance is db2inst1, so we issue the following command:

. /home/db2inst1/sqllib/db2profile

3. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
software package, then launch the following command:

./setup.sh

4. Tivoli Storage Productivity Center installer is launched, prompting you to select an 
installation language (Figure 4-39); click OK to continue.

Figure 4-39   Select language

Note: If you are using a remote database for Tivoli Storage Productivity Center, you must 
install the database schema on that computer after you have installed DB2.

The DB2 database schema name for Tivoli Storage Productivity Center cannot be longer 
that eight characters.

Note: There is a space between . and /home.
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5. The International Program Licence Agreement is displayed. Click I accept the terms of 
the licence agreement, and then click Next, as seen in Figure 4-40.

Figure 4-40   Licence Agreement

The Installation Types panel is displayed (Figure 4-41). Click Custom installation. In 
addition, you can change the TPC Installation Location to suit your requirements; we choose 
the default location, which is /opt/IBM/TPC. After you have completed this panel, click Next 
to continue.
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Figure 4-41   Custom Installation selection

6. The panel, Select one or more components to install on the local or remote computer, is 
displayed. Remove all check marks except for Create database schema as specified 
during the DB2 install. See Figure 4-42. Click Next to continue.

Figure 4-42   Select “Create database schema” component
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7. The Database administrator information panel is displayed. Enter the user ID and 
password for the DB2 instance owner as seen in Figure 4-43. Click Next to continue.

Figure 4-43   Database credentials

8. The new database schema information panel is displayed:

a. Enter the DB user ID and password and select Create local database as seen in 
Figure 4-44. 

b. If you click Database creation details, you will see the Database schema creation 
information panel (Figure 4-45). Do not change the default values unless you are a 
knowledgeable DB2 administrator. Click Next to continue. 

c. Refer to Appendix B, “DB2 table space considerations” on page 637 for the differences 
between SMS and DMS table spaces.
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Figure 4-44   Database schema information

Figure 4-45   Database schema creation
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9. The summary information panel is displayed (Figure 4-46). Click Install to begin the 
database schema installation.

Figure 4-46   Summary information

10.The progress panel is displayed, as seen in Figure 4-47.

Figure 4-47   Progress panel
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11.When the installation is complete, the installation results panel is displayed (Figure 4-48).

Figure 4-48   Installation results

12.Click Finish to exit the installer.

Verifying the installation
To check the installation, verify that you have the database named TPCDB. Do this by 
following these steps:

1. Source the db2 profile:

. /home/db2inst1/sqllib/db2profile

2. Verify the creation of the TPCDB database:

db2 list db directory

3. The command lists the databases that exist, as seen in Figure 4-49.
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Figure 4-49   Verify database creation

4.4.2  Installing TPC components

After you have completed creating the database schema, you are ready to install the 
following Tivoli Storage Productivity Center components:

� Data Server
� Device Server
� GUI
� CLI
� Data agent
� Fabric agent

Follow these steps to complete the installation process:

1. Make sure that you are logged in with the root account.

2. Source the DB2 instance profile:

. /home/db2inst1/sqllib/db2profile

3. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
software package, then launch the following command:

./setup.sh

Note: In addition to the components just mentioned, two additional components will be 
installed by default, namely Tivoli Integrated Portal as well as Tivoli Storage Productivity 
Center for Replication.
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4. Tivoli Storage Productivity Center installer is launched prompting you to select an 
installation language (Figure 4-50), click OK to continue.

Figure 4-50   Select language

5. The International Program Licence Agreement is displayed, click I accept the terms of 
the licence agreement, and then click Next, as seen in Figure 4-51. 

Figure 4-51   Licence agreement
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6. The installation types panel is displayed (Figure 4-52). Click Custom installation and 
then click Next to continue. 

Figure 4-52   Custom installation

7. The panel, Select one or more components to install, is displayed. Select these choices:

– Tivoli Storage Productivity Center Servers
– GUI
– CLI
– Data agent (optional)
– Fabric agent (optional)

After you have made the required selections as shown in Figure 4-53, click Next.
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Figure 4-53   Select components

8. If you are running the TPC installation on a system with at least 4 GB but less than the 
recommended 8 GB of RAM, a warning message will be displayed as seen in Figure 4-54. 
To ignore this message and continue with the installation, click OK.

Figure 4-54   Memory size warning

9. The Database administrator information panel is displayed (Figure 4-55). The DB2 user ID 
and password are automatically filled in. This is due to the fact that we used it to create the 
database schema. Click Next.

Note: When attempting to install TPC V4.1 on a system with less than 4 GB, this will 
result in an error message and the installation will fail.
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Figure 4-55   Database administrator info

10.The database schema panel is displayed (Figure 4-56). You have the option to select a 
local database or alternatively a remote database to be used by the Data Server and 
Device Server. We select the Use local database, because this is the database schema 
installed in the previous steps. Click Next.

Figure 4-56   Use local database
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11.The next panel, shown in Figure 4-57, requires the following inputs:

– Data Server Name:

Enter the fully-qualified host name of the Data Server.

– Data Server Port:

Enter the Data Server port. The default is 9549.

– Device Server Name:

Enter the fully-qualified host name of the Device Server.

– Device Server Port:

Enter the Device Server port. The default is 9550.

– TPC Superuser:

Enter an operating system group name to associate with the TPC superuser role. This 
group must exist in your operating system before you install Tivoli Storage Productivity 
Center. Membership in this group provides full access to the Tivoli Storage Productivity 
Center product. You can assign a user ID to this group on your operating system and 
start the Tivoli Storage Productivity Center GUI using this user ID.

– Host authenticate password:

This is the password used by the Fabric agent to communicate with the Device Server. 
This password must be specified when you install the Fabric agent.

– Data Server Account Password:

This is not required for AIX installations; it is only required for Windows.

– WebSphere Application Server Admin ID and Password:

This is the WebSphere administrator user ID and password required by the Device 
Server to communicate with embedded WebSphere.

In our case, we use the db2inst1 user; you can use the TPC Superuser here. This user 
will be used for the local Tivoli Integrated Portal administrator ID.

If you click the Security roles... button, the Advanced security roles mapping panel is 
displayed. You can assign a system group for each TPC role that you want to make an 
association with; this allows you the flexibility to set up separate authority IDs to 
perform various TPC operations. The operating group must exist before you can 
associate a TPC role with a group. You do not have to assign security roles at 
installation time; you can assign these roles after you have installed TPC.

Note: If you select LDAP authentication later in the Tivoli Storage Productivity 
Center installation, then the value you enter for the LDAP TPC Administrator group 
overrides the value you entered here for the TPC superuser.

Note: If you select LDAP authentication later in the Tivoli Storage Productivity 
Center installation, then the value you enter for the LDAP TPC Administrator group 
overrides the value you entered here for the WebSphere Application Server 
admin ID and password.

Important: Ensure that you record all passwords that are used during the 
installation of TPC.
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If you click the NAS discovery... button, the NAS discovery information panel is 
displayed. You can enter the NAS filer login default user name and password and the 
SNMP communities to be used for NAS discovery. You do not have to assign the NAS 
discovery information at installation time, you can configure it after you have installed 
TPC.

Click Next to continue.

Figure 4-57   TPC Server and Agent information

12.The Agent Manager information panel is displayed (Figure 4-58). Complete the following 
information:

– Host name or IP address:

The fully qualified host name or IP address of the Agent Manager server.

– Port (Secured):

The port number of the Agent Manager server. The default is 9511.

– Port (Public):

The public communication port. The default is 9513.
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� Data and Device Server registration information as specified on the Agent Manager:

– User ID:

This is the resource manager registration user ID. This user ID is used to register the 
Data Server or the Device Server with the Agent Manager. The default is manager.

– Password:

This is the resource manager registration password. This password is used to register 
the Data Server or the Device Server with the Agent Manager. The default is password.

� Common Agent registration password as specified on the Agent Manager:

– Password:

This is the Common Agent registration password used by the Common Agent to 
register with the Agent Manager. This was specified when you installed the Agent 
Manager. The default is changeMe.

Click Next to continue.

Figure 4-58   Agent Manager information

Attention: At the time of writing this book, if you entered a password other than 
password during the Agent Manager installation, this will not work. The Agent 
Manager will revert back to using the default password, so ensure that you enter the 
default password here, or the Device and Data Server installation will fail.
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13.Seeing that we have decided to install the Data agent and Fabric agent, we are required to 
install the Common Agent. We select the directory and port to be used with the new 
Common Agent, and accept the defaults as shown in Figure 4-59. 

Figure 4-59   Common Agent selection panel

14.The Tivoli Integrated Portal (TIP) panel is displayed (see Figure 4-60). You can select to 
install the TIP program or use an existing TIP install.

TIP will use 10 port numbers starting from the one specified in the Port field (referred to as 
the Base Port). The 10 ports will be:

– base port+1
– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

The TIP administrator ID and password are pre-filled with the WebSphere Application 
Server admin ID and password specified during step 11 (Device Server installation).

We have chosen to install the TIP program and not use an existing TIP. You have to 
specify the installation directory as well as the port to be used; we accept the defaults. 
Click Next to continue.

Important: TIP must be installed on the same server as the TPC server. It is important 
to note that you are limited to one TPC instance per TIP.
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Figure 4-60   TIP panel

15.The authentication selection panel is displayed (Figure 4-61). This panel refers to the 
authentication method that will be used by TPC to authenticate the users.

Figure 4-61   Authentication panel
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If you have a valid Tivoli Integrated Portal instance on the system and it uses either 
OS-based or LDAP-based authentication, then TPC will use that existing authentication 
method.

Otherwise, select the authentication method to use:

– OS Authentication:

This uses the operating system for user authentication.

– LDAP/Active Directory:

If you select LDAP or Microsoft Active Directory for authentication, you must have an 
LDAP or Active Directory already installed and set up. For more information about 
LDAP, refer to Chapter 6, “LDAP authentication support and Single Sign-On” on 
page 335. Method 1:

Choose OS Authentication, then click Next to continue. 

16.The summary information panel is displayed (Figure 4-62). Review the information; at this 
stage, it is a good idea to check that you have sufficient space in the required file systems 
as mentioned in the Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31. Click Install to continue.

Figure 4-62   Summary information

Note: Remember that the Replication Server is included in the installation of Tivoli 
Storage Productivity Center V4.1 by default, as mentioned before.

 

 

 

Chapter 4. Tivoli Storage Productivity Center installation and upgrade on AIX 223



 

17.You will see the installing panel indicating various stages within the installation process, 
as shown in the following example.

The installation starts with the Data Server installation as seen in Figure 4-63. The 
installer will proceed through the separate components after the previous component has 
installed successfully.

Figure 4-63   Data Server install

The Installing Device Server panel is shown in Figure 4-64. You can see various 
messages during the Device Server installation process, and when complete, the installer 
will briefly display the installing panel for the GUI, CLI, and Agents (if selected). When 
done, the installing TIP panel is displayed as seen in Figure 4-65. 

Note: If the installer fails to install a specific component, the process will stop and the 
installer will uninstall all components.
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Figure 4-64   Device Server installer

Figure 4-65   Tivoli Integrated Portal installing
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TPC for Replication installation

After the TIP installation has completed, the TPC for Replication installation is launched. 
The TPC installation is temporarily suspended in the background, and the TPC for 
Replication panel is displayed as seen in Figure 4-66.

Figure 4-66   TPC for Replication installation is launched

To install TPC for Replication, we follow steps a through j:

a. The Welcome panel is displayed as seen in Figure 4-66; choose Next to continue. 

b. The System prerequisites check panel is displayed (Figure 4-67). At this stage the 
wizard will check that the operating system meets all prerequisite requirements as well 
as having the necessary fix packs installed.

Important: During the installation of Tivoli Integrated Portal on AIX systems, the 
progress bar incorrectly indicates that the Tivoli Integrated Portal installation is 100% 
complete even though it is not yet complete. Continue to wait until the installation is 
complete. The installation of Tivoli Integrated Portal can be a time consuming exercise, 
so be patient.

IMPORTANT: If you are not planning to use TPC for Replication and you attempt to 
cancel or bypass the installation, it will result in an interruption in the installation 
process, which will invoke a complete TPC installation rollback.
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Figure 4-67   System check

c. If the system passes the check as seen in Figure 4-68, you can continue by clicking 
Next to continue.

Figure 4-68   System check complete
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d. Accept the License Agreement as seen in Figure 4-69. Click Next to continue.

Figure 4-69   Licence agreement

e. Select the Directory Name where you want to install TPC for Replication. You can 
choose a directory either by changing the location or by accepting the default directory 
as we have done in Figure 4-70. Click Next to continue.

Figure 4-70   Directory Name
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f. The TPC Administrator user panel is displayed (Figure 4-71). You are required to enter 
the user ID and password that will be used; this ID is usually the operating system 
administrator user ID. We choose the root user ID.

Figure 4-71   TPC-R User ID and Password

g. The Default WebSphere Application Server ports panel is displayed (Figure 4-72). 
Accept the defaults. Click Next to continue.

Figure 4-72   Default ports

Note: If you prefer to use another user ID, you are required to create it beforehand 
and ensure that it has administrator/system rights.
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h. The settings panel is displayed (Figure 4-73). Review the settings and make the 
necessary changes if needed by clicking Back. Otherwise, click Install to continue.

Figure 4-73   Summary display

i. The TPC for Replication installation progress panel is displayed (see Figure 4-74).

Figure 4-74   TPC-R progress panel
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j. The TPC-R installation result panel is displayed (see Figure 4-75). Notice that the URL 
to connect to TPC-R is displayed. Click Finish to continue.

Figure 4-75   Installation results

18.After the TPC-R installation has completed, the TPC Installer will continue creating the 
uninstaller as seen in Figure 4-76.

Figure 4-76   Creating the uninstaller

Note: Tivoli Storage Productivity Center for Replication is installed with no license. 
You must install the Two Site or Three Site Business Continuity (BC) license. For 
information about installing the license, refer to “Installing the Two Site or Three Site 
Business Continuity License” on page 461. 
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19.The Tivoli Storage Productivity Center installation results panel is displayed (see 
Figure 4-77). Click Finish to continue.

Figure 4-77   TPC Installation Results
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Verifying the installation
At the end of the installation, it is a good idea to make sure that all the components have been 
installed successfully and that Tivoli Storage Productivity Center is in good working order.

To test this on AIX, we have chosen to launch the Tivoli Integrated Portal  launch the Tivoli 
Storage Productivity Center user interface. On TPC, we confirm that all servers are started 
and running, using the following steps:

1. We launch the TIP portal using the URL specific to our environment 
(https://azov.itsosj.sanjose.ibm.com:16316/ibm/console/logon.jsp) 
We login using the root account as shown in Figure 4-78. 

Figure 4-78   TIP Login

2. Start the Tivoli Storage Productivity Center user interface (see Figure 4-79).

Figure 4-79   TPC user interface
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3. Verify that all services are started (Figure 4-80), the nodes ought to reflect as green.

Figure 4-80   Data and Device services

4.5  Migrating TotalStorage Productivity Center V3.x to V4.1

The procedure to migrate from TotalStorage Productivity Center V3.x to Tivoli Storage 
Productivity Center V4.1 can be summarized as follows:

1. Upgrade DB2 to a supported version. This step can be optional depending on the current 
version of DB2 installed.

2. Migrate the database repository.

3. Upgrading the Agent Manager. This step can be optional.

4. Upgrading TPC Components.

5. Upgrading TPC Agents.

The steps presented in this chapter have been performed on an AIX 6.1 x64 system with the 
following components installed on it:

� DB2 V9.1
� TPC V3.3.2
� Tivoli Agent Manager 1.3.2.
� TPC for Replication V3.4.1

Refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity Center” on 
page 31. 
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4.6  Upgrading DB2 and migrating the TPC database

TPC V4.1 requires one of the following DB2 versions:

� IBM DB2 UDB Enterprise Server Edition v9.1 Fix Pack 2 or later
� IBM DB2 UDB Enterprise Server Edition v9.5 Fix Pack 3a or later

Depending on the version of DB2 currently available in your environment, you might need to 
upgrade it or install the required fix pack level. Table 4-1 reports the suggested action for each 
current DB2 version installed and an alternate action if available.

Table 4-1   DB2 Upgrade paths

To check the current version of DB2 installed on your system, log onto the DB2 server as the 
DB2 instance owner and issue the db2level command as shown in Figure 4-81.

Figure 4-81   DB2 current level

4.6.1  Migrating the database repository

Before proceeding with the DB2 upgrade, there are certain steps that must be performed in 
order to ensure a successful upgrade procedure. In the following sections, we describe the 
necessary steps to ensure a smooth transition.

To migrate the DB2 database, these are the general steps to follow:

1. Stop the IBM Tivoli Storage Productivity Center services and Agent Manager 
(if you have Agent Manager installed).

2. Pre-check the database for migration.

3. Back up the DB2 9.1 database.

4. Migrate the DB2 instance.

5. Migrate the database.

6. Verify the migration.

7. Start the IBM Tivoli Storage Productivity Center services and Agent Manager 
(if you have Agent Manager installed).

Current DB2 version Suggested action Alternate action

DB2 v8.1 Upgrade to DB2 v9.5

DB2 v9.1 Fix Pack 2 or lower Apply DB2 v9.1 Fix Pack 5 Upgrade DB2 v9.5

DB2 v9.5 Apply DB2 v9.5 Fix Pack 3
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Stopping the TPC services and Agent Manager
Log on to the AIX TPC server, and make sure that you are logged in with system rights.

To stop the TPC services on AIX, use the following commands:

� Data Server: stopsrc -s TSRMsrv1 
� Device Server: /<usr or opt>/IBM/TPC/device/bin/aix/stopTPCF.sh 
� Common Agent: /<usr or opt>/IBM/TPC/ca/endpoint.sh stop 

To stop the Agent Manager on AIX, type the following command and press Enter:

� Agent Manager Server: <directory>/embedded/bin/stopServer.sh <app_server_name>

Here, <app_server_name> is the case-sensitive name of the server where Agent Manager is 
installed. By default, this name is AgentManager.

Pre-checking the database for migration
Verify that your databases are ready for migration. 

1. Log onto the DB2 server as the DB2 instance owner that you want to migrate.

2. Stop the instance by running the db2stop command:

db2stop force

3. From the DB2 command prompt, change to the following directory:

$DB2DIR/bin directory 

Here, DB2DIR is the location that contains the DB2 Version 9.5 installation media.

4. Run the db2ckmig command to verify that the databases that are owned by the current 
instance are ready to be migrated and to generate a log file.

Here is the syntax of the command:

db2ckmig <database> -l db2ckmig.log -u <admin_user> -p <password>

Here is an example of the command:

db2ckmig TPCDB -l db2ckmig.log -u db2inst1 -p db2inst1

If the db2ckmig command is successful, the databases can be migrated.

5. The db2ckmig.log file is created in the current directory and includes information about 
errors and warnings.

Ensure that the log file for the db2ckmig command shows the following text:

Version of DB2CKMIG being run: VERSION 9.5.

This text confirms that you are running the correct level of the db2ckmig command.

Note: In the rest of this chapter, we assume that the names of the databases are the 
default names, being, TPCDB for the TPC database, IBMCDB for the Agent Manager 
database and TPCRM for the TPC for Replication database.

Run the db2ckmig command against all the existing databases to verify that they can be 
migrated.

If you are unsure about the database names in your environment, you can verify them 
by issuing the following command from the DB2 command line:

db2 list db directory
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Backing up the database before migration
This step is optional; however, we highly recommend that you have a backup if anything 
happens to go wrong during the migration or installation.

We perform an offline full backup for each local database:

1. Log onto the DB2 server as the DB2 instance owner.

2. Disconnect all applications and users from the database. To disconnect all applications 
and users, use the force application command:

db2 force application all

To verify that the command completed correctly, run the list applications command:

db2 list applications

The message in Figure 4-82 shows that all applications have been correctly disconnected.

Figure 4-82   DB2 disconnect applications and users

3. Back up your local databases using the backup database command (Figure 4-83). 
This is the syntax for the command:

db2 BACKUP DATABASE <database> USER <user_ID> USING <password> TO 
<backup_directory>

In our case, the command looks like this:

db2 BACKUP DATABASE tpcdb USER db2inst1 using db2inst1 TO /home/DBBACKUP

Issue this backup command to back up all local databases.

Figure 4-83   DB2 backup commands

Figure 4-84 shows the completed backup saved in the directory specified, which is a result 
of the previous command.

Figure 4-84   Backup job
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If you want to test the backup integrity, this can be done by running the db2ckbkp 
command against the backup as shown in Figure 4-85. 

Figure 4-85   Backup verification

4.6.2  Migrating the DB2 instance

We are ready to migrate the DB2 server version from v9.1 to v9.5. We will be migrating the 
DB2 server using the command line.

Installing DB2 9.5
Follow these steps for the installation:

1. Log onto the DB2 server as the system user, in this case, the root user.

2. Change to the DB2 code directory, and run the db2_install command. We choose not to 
change the directory; we stick to the default path.

We choose ESE because we are upgrading the Enterprise Server Edition; this is shown in 
Figure 4-86.

Figure 4-86   DB2 Select the product

3. You can now see the installation starting, indicating the amount of tasks as well as the 
estimated duration as shown in Figure 4-87. 

Note: You do not need to create an instance while installing DB2 9.5. You must migrate 
the instance used in DB2 9.1 to DB2 9.5 after installation of DB2 9.5.
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Figure 4-87   DB2 upgrade 

4. When the installation completes, it will display a successful message. 

Migrating the DB2 instance
We are required to migrate the DB2 instance at this stage:

1. Change the directory to the DB2 9.5 installation location and instance; in our case:

cd /opt/IBM/db2/V9.5/instance

2. Next, issue the db2imigr command:

/db2imigr -d -u <db2_fence_id> <db2_9.1_instance_name>

In our environment we issue the command as seen in Figure 4-88. 

Figure 4-88   DB2 migrate instance

3. This command returns “exit 0” as shown in Figure 4-89. 

Figure 4-89   DB2 migrate complete with exit 0
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4. Verify that the instance has been migrated successfully by checking the DB2 level. We do 
this by issuing the following command, as shown in Figure 4-90.

Figure 4-90   DB2 level at 9.5

4.6.3  Migrating the TPC databases

Now that we have migrated the DB2 instance, we need to migrate the TPC databases:

1. As the DB2 instance owner, start the DB2 database manager by issuing the db2start 
command as shown in Figure 4-91. 

2. We need to issue the migrate database command against the TPC related databases.

The syntax of the command is as follows:

db2 MIGRATE DATABASE <database_alias> USER <user_ID> USING <password>

We execute the command on the TPCDB database, as shown in Figure 4-91; issue the 
command against all the local TPC related databases.

Figure 4-91   db2start command example

3. We need to set certain DB2 9.5 specific parameters manually for each TPC database, as 
shown in Figure 4-92. These parameters are as follows:

– self_tuning_mem: Parameter that determines whether the memory tuner will 
dynamically distribute available memory resources as required between memory 
consumers that are enabled for self tuning. We set it to ON.

– pckcachesz: Package cache size configuration parameter. We set it to AUTOMATIC.

– database_memory: Database shared memory size configuration parameter. We set it to 
AUTOMATIC.

– avg_appls: Average number of active applications configuration parameter. We set it 
to AUTOMATIC.

We need to execute the following commands from a DB2 command window for TPCDB:

db2 update db cfg for tpcdb using self_tuning_mem on
db2 update db cfg for tpcdb using pckcachesz automatic
db2 update db cfg for tpcdb using database_memory automatic
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Figure 4-92   DB2 configurations parameters

4.7  Upgrading the Agent Manager

In this section, we show how to upgrade the Tivoli Agent Manager. The latest version 
currently available and shipped with TPC V4.1 is Agent Manager 1.3.2.30.

Seeing that we have also upgraded DB2 9.1 to DB2 9.5, we must migrate the DB2 database 
after upgrading the Agent Manager

To upgrade the Agent Manager, complete the following steps:

1. Make a backup copy of your certificates before upgrading:

Move to the Agent Manager directory on the server and copy all the files in the directory to 
a safe place. Figure 4-93 is an example of the content within this directory.

Figure 4-93   Agent Manager certificates directory

2. Ensure that you are logged on as the system user (root), you must have root authority.

3. Source the db2profile for the instance used by the Agent Manager:

In our case the database instance is db2inst1, so we issue:

. /home/db2inst1/sqllib/db2profile

4. Go to the directory where the Agent Manager software resides.

Note: Ensure that you follow step 2 and 3 for all TPC databases on your system, including 
TPCDB, IBMCDB, and TPCRM. 

Note: If you are running an Agent Manager 1.2.x or lower, then it is mandatory to upgrade 
to 1.3.2, this is because 1.2.x runs inside a WebSphere version that is not supported 
anymore.
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5. Navigate to the Embedded Installer directory. Invoke the Agent Manager installation 
program as shown in Figure 4-94 by issuing the following command:

setupAix.bin -console

Figure 4-94   Agent Manager Installation program

6. The Agent Manager installation program discovers an existing instance of Agent Manager 
installed, as shown in Figure 4-95. Choose 1 and press Enter.

Figure 4-95   Agent Manager discovers current version

Note: We are upgrading the Agent Manager by using the command line with the 
-console option.
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7. The Database User Information is displayed as shown in Figure 4-96. Type the 
corresponding password to use it. You can also enter another database user name and 
type the corresponding password.

If you want to use another user ID for the installation of Agent Manager only, you can enter 
the user ID and password. Note that if you do not select this option, the following 
Database Administrator User ID and Password will not be used. 

In our case we accepted the suggested db2inst1 user ID and we typed the corresponding 
password. Press Enter.

Figure 4-96   Database User Information

8. The summary information is displayed indicating where Agent Manager will be installed 
with the size information (see Figure 4-97). Review the information, choose 1 and press 
Enter.

Figure 4-97   Agent Manager summary information
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9. The Start AgentManager Application Server panel is displayed. Choose option 1 to start 
the Agent Manager now as seen in Figure 4-98. Press Enter twice.

Figure 4-98   Start Agent Manager

10.The Summary Information panel is displayed (see Figure 4-99). For a successful upgrade, 
you will see the following text displayed:

The agent manager upgrade completed successfully.Click Finish to exit the 
installation. The installation is complete and the agent manager application 
server has been started.

Press Enter to continue.

Figure 4-99   Agent Manager upgrade complete

11.You can use the GetAMInfo command to verify the Agent Manager version. To run the 
GetAMInfo command, go to the <agent_manager_dir>/bin directory:

./GetAMInfo.sh
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Figure 4-100   Agent Manager Version using GetAMInfo command

4.8  Upgrading the TPC components

In this section, we describe how to go about upgrading the TPC components.

Preparing for upgrade of the TPC components
Before proceeding with the upgrade, there are certain steps that must be performed:

1. Exit all instances of the Tivoli Storage Productivity Center GUI.

2. Make sure that you have exclusive access to the server where you are installing TPC 
V4.1.

3. Stop the TPC services on AIX:

– Data Server: stopsrc -s TSRMsrv1
– Device Server: /<usr or opt>/IBM/TPC/device/bin/aix/stopTPCF.sh
– Common Agent: /<usr or opt>/IBM/TPC/ca/endpoint.sh stop
– IBM WebSphere Application Server V6.1 - CSM (TPCR): 

/<usr or opt>/IBM/replication/eWAS/profiles/CSM/bin/stopServer.sh server1 
-username <username> -password <passsword>

Here, <username> represents the ID of the TPC superuser and <password> 
represents the password for that user.

4. Back up all the local TPC databases following the same procedure as depicted in “Backing 
up the database before migration” on page 237, with the addition of the following file 
systems:

Back up your <TPC_install_dir>:

<usr or opt>/IBM/TPC

Back up the InstallShield registry:

/usr/lib/objrepos/InstallShield/Universal/IBM-TPC

5. Restart the TPC services on AIX:

– Data Server: startsrc -s TSRMsrv1
– Device Server: /<usr or opt>/IBM/TPC/device/bin/aix/startTPCF.sh
– Common Agent: /<usr or opt>/IBM/TPC/ca/endpoint.sh start
– IBM WebSphere Application Server V6.1 - CSM (TPCR): 
/<usr or opt>/IBM/replication/eWAS/profiles/CSM/bin/startServer.sh server1 
-username <username> -password <passsword>

Upgrading the TPC components
To upgrade Tivoli Storage Productivity Center, we use the same installation program when 
installing the product as presented in 4.4.2, “Installing TPC components” on page 213.
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If TPC for Replication is installed on the system, it will be upgraded to V4.1 together with the 
other components. If it is not present, it will be installed. The upgrade will also install the Tivoli 
Integrated Portal.

Follow these steps to complete the upgrade process:

1. Make sure that you are logged in with the root account.

2. Source the DB2 instance profile:

. /home/db2inst1/sqllib/db2profile

3. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
software package, then launch the following command:

./setup.sh

4. Choose the language that must be used for installation and click OK.See Figure 4-101.

Figure 4-101   Select Language

5. The License Agreement panel is displayed. Read the terms and select I accept the terms 
of the license agreement. Then click Next to continue as presented in Figure 4-102.

Figure 4-102   Accept License terms
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6. Figure 4-103 shows how to select typical or custom installation. You have the following 
options:

– Typical installation:

This selection allows you to upgrade all of the components on the same computer. 
Certain options are grayed out by selecting Servers, Agents, and Clients.

– Custom installation:

This selection allows you to select the components that you can upgrade.

– Installation licenses:

This selection installs the Tivoli Storage Productivity Center licenses. The Tivoli 
Storage Productivity Center license is on the DVD. You only need to run this option 
when you add a license to a Tivoli Storage Productivity Center package that has 
already been installed on your system. 

Note that the installation directory field is automatically filled with the TPC installation 
directory on the current machine and grayed out. In our case, a previous version of TPC is 
already installed in the /opt/IBM/TPC directory. Select Custom Installation. Click Next to 
continue.

Figure 4-103   TPC Custom installation

7. The panel, Select one or more components to install, is shown. The components already 
installed on the system are discovered, selected for upgrade and greyed out. The current 
version of each component is displayed next to it. In our case we have a TPC V3.3.0.137 
installed on our system including the local Data or Fabric agents. Figure 4-104 shows the 
corresponding panel. Click Next to proceed with the installation.
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Figure 4-104   TPC Components

8. f you are upgrading the TPC on a system with at least 4 GB but less than the 
recommended 8 GB of RAM, a warning message will be displayed as seen in 
Figure 4-105. To ignore this message and continue with the installation, click OK.

Figure 4-105   TPC Memory warning message
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9. The DB2 user ID and password panel is displayed as seen in Figure 4-106. These fields 
are already propagated with the information required. Click Next to proceed.

Figure 4-106   DB2 Administrator panel

10.The Database schema panel is displayed, as seen in Figure 4-107. All the information in 
this panel is already propagated. Verify it and click Next to continue.

Note: When attempting to upgrade TPC on a system with less than 4 GB, this will result 
in an error message and the installation will fail.
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Figure 4-107   TPC Database schema panel

11.The TPC Servers panel is displayed, as seen in Figure 4-108. Verify that all the fields are 
filled in correctly. The password fields are filled with the propagated information. Click Next 
when complete to continue.

Figure 4-108   TPC server panel
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12.The Tivoli Integrated Portal panel is shown as in Figure 4-109. Remember that this 
component is always installed when upgrading to TPC V4.1 unless you have an instance 
of TIP already installed on the system. In this case the Reuse an existing TIP install 
section is enabled and you can select that instance.

If a TIP instance is not installed, you have to specify the installation directory for this new 
instance. We selected the /opt/IBM/Tivoli/tip directory. The TPC/IP port 16310 is 
proposed as default in the Port field (called Base Port). TIP will use 10 port numbers 
starting from the one specified. The 10 ports will be:

– base port
– base port+1
– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

The TIP administrator ID and password are pre-filled with the WebSphere admin ID and 
password specified for the Device Server. Click Next to proceed with the upgrade.

Figure 4-109   TIP Installation panel

13.In the Authentication type panel shown in Figure 4-110, we are prompted to select if the 
user authentication must be performed against the Operation System or against an 
LDAP/Active Directory server. We select OS authentication. Click Next to continue. If you 
want to use the LDAP authentication option, refer to Chapter 6, “LDAP authentication 
support and Single Sign-On” on page 335 for additional information. 
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Figure 4-110   OS Authentication

14.The Summary Information panel is displayed as shown in Figure 4-111. Verify the 
information, then click Install.

Figure 4-111   Summary Information
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15.Multiple panels are shown displaying the progress made during each step; we show a few 
next. Installing the Data Server progress is shown in Figure 4-112.

Figure 4-112   Upgrading Data Server

Installing the Data agents progress panel is displayed as seen in Figure 4-113.

Figure 4-113   Agent upgrade
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Installing the Tivoli Integrated Portal component progress panel is displayed as presented 
in Figure 4-114.

Figure 4-114   Installing TIP

Note: During the installation of Tivoli Integrated Portal on AIX systems, the progress 
bar incorrectly indicates that the Tivoli Integrated Portal installation is 100% complete 
even though it is not yet complete. Continue to wait until the installation is complete. 
The installation of Tivoli Integrated Portal can be a time consuming exercise; be patient.
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16.Upon completion of the TIP installation, the TPC for Replication upgrade program is 
launched. If TPC for Replication is already installed, it will be upgraded, whereas if it is 
not present, it will be installed. The TPC installation is temporarily suspended in the 
background and the TPC for Replication panel is displayed, as seen in Figure 4-115.

Figure 4-115   TPC for Replication Welcome panel

Note: If TPC for Replication is not installed in your system and you do not plan to use 
TPC for Replication, you can interrupt the installation by clicking the Cancel button. 
However, take note that every subsequent upgrade of TPC will attempt to install it 
again. We suggest to complete the TPC for Replication installation and then disable it.
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17.The System prerequisites check panel is displayed, see Figure 4-116. The installation 
wizard checks whether the prerequisites are installed, then confirms whether your 
operating system is supported and is at the appropriate fix pack or update level. Click 
Next to continue.

Figure 4-116   System prerequisite check running

18.If the system passes the prerequisites checks, the panel shown in Figure 4-117 is 
displayed. Click Next to continue.

Figure 4-117   System prerequisites check passed
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19.The license agreement panel is shown. Accept it and click Next as shown in Figure 4-118.

Figure 4-118   Accept license agreement

20.The Directory Name panel is displayed (Figure 21). Accept the default installation 
directory by clicking Next, or specify another installation directory and click Next to 
continue.

Figure 4-119   TPC-R Installation directory
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21.The panel, IBM Tivoli Storage Productivity Center for Replication, requesting an 
administrator ID and password, is displayed (Figure 4-120). Enter the administrator 
user ID and password. This user ID is usually the operating system administrator user ID. 
If you use another user ID, create it beforehand and ensure that it has administrator rights. 
Click Next to continue.

Figure 4-120   TPC-R User

22.Review the settings shown in Figure 4-121 and click Install to start the upgrade.

Figure 4-121   Summary panel
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23.The panel, Installing TPC for Replication. Please wait..., is displayed. Several progress 
messages about the installation are displayed as shown in Figure 4-122.

Figure 4-122   TPC-R Installation progress

24.You will see the summary information panel (Figure 4-123). Review the information. Click 
Finish to complete the install. Note the URL displayed indicating where the Web browser 
can be pointed to access the TPC-R Web user interface.

Figure 4-123   TPC-R Summary panel
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25.The TPC installation process continues; the uninstaller for TPC progress is displayed as 
shown in Figure 4-124.

Figure 4-124   TPC Uninstaller creation

26.The TPC upgrade completes; click Finish as shown in Figure 4-125.

Figure 4-125   TPC Upgrade summary panel
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27.Migrate the Tivoli Storage Productivity Center database. This step can be performed right 
after upgrading or at a later time. The database migration tool can run a long time, 
depending on the size of your database. You must, however, run the database migration 
tool before you install any Tivoli Storage Productivity Center patches or PTFs. To run the 
database migration tool, go to the following directory:

<disk1_image_directory>\data\scripts

Run this command:

partitiontables.sh

The database connection information is automatically obtained and the migrateTable.log 
file is created under the following directory:

<TPC_install_directory>\data\server\tools

If the database migration tool is interrupted for any reason, it is safe to run the migration 
tool again. The tool will pick up where it left off the last time. If the database migration has 
been completed and the command is run again, this tool returns immediately.
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Chapter 5. Tivoli Storage Productivity 
Center installation on Linux 

In this chapter, we show the step-by-step installation of Tivoli Storage Productivity Center  
V4.1 on the Red Hat Linux platform. Of the available installation paths, Typical and Custom, 
we describe the Custom installation in our environment.

5
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5.1  Tivoli Storage Productivity Center installation on Linux
This chapter describes how to install IBM Tivoli Storage Productivity Center Standard Edition 
V4.1 and IBM Tivoli Storage Productivity Center for Replication V4.1 on 64-bit Red Hat 
Enterprise Linux 4 using the graphical interface. The prerequisite components (DB2 and 
Agent Manager) are installed prior to invoking the installation program.

This section also provides information about the preparation work required before installing 
the Tivoli Storage Productivity Center family.

5.1.1  Installation overview

In order to successfully install Tivoli Storage Productivity Center V4.1 you need to follow 
certain steps as indicated here:

� Check that the system meets the prerequisites. Refer to Chapter 2, “Planning for 
installation of Tivoli Storage Productivity Center” on page 31. 

� Install and configure all required prerequisite components. Refer to “Installing TPC 
prerequisites for Linux” on page 266.

� Install Tivoli Storage Productivity Center database schema. Refer to “Creating the 
database schema” on page 306.

� Install Tivoli Storage Productivity Center server components. Refer to “Installing TPC 
Servers, GUI and CLI” on page 311.

� Install Tivoli Storage Productivity Center agents. Refer to “Agent installation” on page 328.

You can install Tivoli Storage Productivity Center family components using either Typical 
installation or Custom installation.

Typical installation
The Typical installation allows you to install all the components of the Tivoli Storage 
Productivity Center on the local server in one step. Our recommendation is not to use the 
Typical installation, because the control of the installation process is much better when you 
use the Custom installation method. 

Custom installation
The Custom installation allows you to install each component of the Tivoli Storage 
Productivity Center separately and deploy remote Fabric and or Data agents on various 
computers. Additional panels are presented allowing you to control the installation sequence 
of the components and specify additional TPC parameters. This is the installation method that 
we recommend.

When you install Tivoli Storage Productivity Center using custom installation, you have the 
following installable components:

� Database schema
� Tivoli Storage Productivity Center Servers
� Graphical User Interface (GUI)

Note: Tivoli Storage Productivity Center for Replication is no longer a stand-alone 
application. Tivoli Storage Productivity Center Version 4.1 now installs Tivoli Integrated 
Portal and Tivoli Storage Productivity Center for Replication Version 4.1 during the server 
components installation process.
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� Command Line Interface (CLI)
� Data agent
� Fabric agent

After Tivoli Storage Productivity Center Standard Edition is installed, the installation program 
will start the Tivoli Storage Productivity Center for Replication installation wizard.

The approximate time to install Tivoli Storage Productivity Center, including Tivoli Integrated 
Portal, is about 60 minutes. The approximate time to install Tivoli Storage Productivity Center 
for Replication is about 20 minutes. 

5.1.2  Product code media layout and components

This section outlines the contents of the product media at the time of writing. The media 
content will differ depending on whether you are using the Web images or the physical media 
shipped with the TPC V4.1 package.

Passport Advantage and Web media content
The Web media consists of two disk images:

� Disk 1 contains all Tivoli Productivity Center components:

– Database Schema 
– Data Server
– Device Server
– GUI
– CLI
– Local Data agent
– Local Fabric agent
– Storage Resource agent
– Remote Data agent
– Remote Fabric agent
– Tivoli Integrated Portal
– Tivoli Storage Productivity Center for Replication

� Disk 2 contains local and remote agent installation images:

– Local Data agent
– Local Fabric agent
– Storage Resource agents
– Remote Data agent
– Remote Fabric agent
– Installation scripts for the Virtual I/O server

Physical media
The physical media shipped with the TPC V4.1 product consists of a DVD and a CD. The 
DVD contains the Disk1 part 1 and Disk1 part 2 content described in “Passport Advantage 
and Web media content” on page 265. The physical media CD is the same as the Web Disk 2 
media. 

Note: Disk 1 has two parts to it. Both parts must be downloaded and extracted into 
the same directory.
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5.2  Preinstallation steps for Linux

Before deploying Tivoli Storage Productivity Center on Linux, you need to analyze your 
environment to ensure that the system requirements have been met and that you have all the 
prerequisite components installed and configured.

5.2.1  Verifying system hardware and software prerequisites
Refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity Center” on page 31 
for detailed description of the system hardware and software prerequisites. For the latest 
platform support information, see the Web site at:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg21384678&loc
=en_US&cs=UTF-8&lang=en

5.2.2  Prerequisite components for Tivoli Storage Productivity Center V4.1

These are the components you will need to install and configure prior to installing Tivoli 
Storage Productivity Center V4.1. 

� IBM DB2 UDB Enterprise Server Edition v9.5 Fix Pack 3 or later

� Agent Manager 1.3.2 (optional)

Note that with Tivoli Storage Productivity Center V4.1 release, installing the Agent 
Manager is optional. You are only required to install the Agent Manager if you are planning 
to install Data and Fabric agents.

Order of component installation
The components are installed in the following order:

1. DB2
2. Agent Manager (optional)

5.3  Installing TPC prerequisites for Linux
This section describes how to install the TPC prerequisites on Linux. We perform a typical 
installation of DB2 v9.5 Fix Pack 3a 64-bit on Red Hat Enterprise Linux 4, as well as the 
Agent Manager V1.3.2.

Ensure that you have verified that your system meets all the minimum system requirements 
for installing the prerequisites, including adequate free disk space. Refer to Chapter 2, 
“Planning for installation of Tivoli Storage Productivity Center” on page 31. 

Before beginning the installation, it is important that you log on to your system as a local 
system user with root authority.

Attention: In this section, we are dealing with a clean installation of TPC, therefore it is 
important to understand that if you are required to migrate your current TPC environment 
to Version 4.1, that you refer to the IBM Tivoli Storage Productivity Center Installation and 
Configuration Guide, SC27-2337, Chapter 4. “Upgrading and migrating the IBM Tivoli 
Storage Productivity Center family.”
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5.3.1  DB2 installation: GUI install

This topic describes how to install DB2 v9.5 Fix Pack 3a 64-bit on Linux using the GUI 
installation program.

To install DB2, log on as a user with root authority, and then use the following procedures.

Accessing the installation media using the CD
Follow these steps:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the DB2 CD into the CD-ROM drive. Mount the CD-ROM file system at the desired 
mount point. Run the following command to achieve this:

mount -o ro /dev/cdrom /cdrom

3. Change to the directory where the CD-ROM is mounted:

cd /cdrom

Accessing the installation media using a downloaded image
Follow these steps:

1. Create a temporary directory (for example, db2temp) to hold the DB2 installer tar file and 
untarred files. These files require from 2 GB to 3 GB of hard drive space.

mkdir /db2temp

2. Copy or download the DB2 installer into db2temp.

3. Change to the directory where you have stored the image, for example:

cd /db2temp

4. Un-tar (extract) the DB2 installer file, following the instructions supplied at the repository 
from which you downloaded the image, which might involve running the tar or gunzip 
commands, or a combination of both. For example:

tar -xvzf v9.5fp3a_linuxx64_ese.tar.gz

5. Change to the installation directory, which you extracted from the image. For example:

cd /db2temp/ese

Beginning the installation
Follow these steps:

1. Run the following command in order to verify that all necessary prerequisite packages are 
installed on the system:

./db2prereqcheck

Note: You must have the X11 graphical capability installed before installing DB2 using the 
GUI. Refer to Appendix A, “Report and Data Source Import Configuring X11 forwarding” 
on page 621. 
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If during the prerequisite check you receive an error message such as the one shown in 
Figure 5-1, you might need to install additional packages to satisfy DB2 dependencies 
before proceeding with the installation.

Figure 5-1   Error message indicating missing DB2 prerequisite packages

Refer to the following URL for additional information about DB2 installation requirements 
for your specific platform:

http://www.ibm.com/software/data/db2/udb/sysreqs.html

2. Run the following command to execute the graphical installer:

./db2setup

This will open the DB2 Setup Launchpad, as shown in Figure 5-2. 

Figure 5-2   DB2 Setup Launchpad
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3. Select Install a Product from the left-hand panel, then select DB2 Enterprise Server 
Edition Version 9.5 Fix Pack 3 and click the Install New button in order to proceed with 
the installation, as shown in Figure 5-3.

Figure 5-3   Click Install New to start the installation
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4. The DB2 Setup wizard panel is displayed, as shown in Figure 5-4. Click Next to proceed.

Figure 5-4   DB2 Setup welcome message
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5. The next panel displays the software license agreement. Click Read non-IBM terms to 
display additional license information and, if you agree with all terms, click Accept and 
Next to continue (see Figure 5-5). 

Figure 5-5   Software License Agreement

 

 

 

Chapter 5. Tivoli Storage Productivity Center installation on Linux 271



 

6. You will be prompted to select the installation type. Accept the default of Typical and click 
Next to continue (see Figure 5-6).

Figure 5-6   Select Typical installation type
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7. On the next panel, accept the default: Install DB2 Enterprise Server Edition on this 
computer and save my settings in a response file. Even though not required, we 
recommend that you generate such a response file because it will greatly ease tasks such 
as documenting your work. Specify a valid path and the file name for the response file in 
the Response file name field. Click Next when you are ready, as shown in Figure 5-7.

Figure 5-7   Select both installation and response file creation
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8. The panel shown in Figure 5-8 shows the default directory to be used as the installation 
folder. You can change the directory or accept the defaults. Make sure the installation 
folder has sufficient free space available (refer to Chapter 2, “Planning for installation of 
Tivoli Storage Productivity Center” on page 31), then click Next to continue.

Figure 5-8   Select installation directory

9. After you click Next, if your system is an IBM System x or System p, you might see a 
panel titled, Install the IBM Tivoli System Automation for Multiplatforms Base Component 
(SA MP Base Component). This component is not required by Tivoli Storage Productivity 
Center, so choose Do not install SA MP Base Component and click Next.
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10.The next panel will prompt you for user information for the DB2 Administration Server 
(DAS) user. This user must have a minimal set of system privileges. We recommend that 
you create a New user (which is the default). Specify a password for the new user as 
shown in Figure 5-9 and click Next when you are ready.

Figure 5-9   Create new user for DB2 Administration Server (DAS)
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11.You will be prompted whether you want to set up a DB2 instance. Accept the default to 
Create a DB2 instance and click Next to continue (see Figure 5-10). 

Figure 5-10   Set up a DB2 instance
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12.In the panel shown in Figure 5-11, accept the default to create a Single partition 
instance and click Next to continue.

Figure 5-11   Choose to create a single partition instance
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13.The next panel, shown in Figure 5-12, will prompt you for user information for the DB2 
instance owner. This user must have a minimal set of system privileges. Accept the default 
to create a New user and specify a password. Click Next when you are ready.

Figure 5-12   Create new user for DB2 instance owner

Note: The TPC database repository will be stored in the home directory of the DB2 
instance owner specified here. Make sure to place the user’s home directory on a file 
system that has sufficient free space available; /home is usually not large enough for 
database repositories!

In general, choose the file system with the most available free space on your system to 
hold database repositories. If you are uncertain about the available file systems and 
their size, use the df -h command to get an overview. For additional information about 
space requirements, refer to Chapter 2, “Planning for installation of Tivoli Storage 
Productivity Center” on page 31.
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14.The last user you have to specify is the DB2 fenced user, which is used to execute User 
Defined Functions (UDFs) and stored procedures. This user must have minimal system 
privileges as well. We recommend that that you create a New user as shown in 
Figure 5-13. Specify a new password and click Next to continue.

Figure 5-13   Create new user for DB2 instance owner
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15.The next panel prompts you to prepare the DB2 tools catalog. Because this component is 
not required by Tivoli Storage Productivity Center, click Do not prepare the DB2 tools 
catalog as shown in Figure 5-14. Click Next when you are ready.

Figure 5-14   Choose not to prepare the DB2 tools catalog
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16.The panel shown in Figure 5-15 allows you to specify a Notification SMTP (e-mail) server. 
You can optionally specify an existing server or click Do not set up your DB2 server to 
send notifications at this time—a notification server can always be specified after the 
installation is finished. Make a choice and click Next to continue.

Figure 5-15   Optionally specify a notification server

17.Figure 5-16 shows the summary panel about what is going to be installed. Review all 
settings and, if you agree with them, click Finish to begin copying files.

Tip: Configuring DB2 to send e-mail notifications on errors and warning conditions 
can help resolve those conditions more quickly, thus improving overall stability and 
resiliency of the solution. This is an important factor in preventing unplanned outages!
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Figure 5-16   Installation summary

18.You will see a progress panel as the installer copies the required files. Wait for the 
installation to complete.

19.When the installation was successful, you will see a panel such as Figure 5-17. Click 
Finish to close the panel.

Figure 5-17   Setup Complete
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20.After you have completed installing DB2, you need to edit the file /etc/group and add the 
root account to the db2iadm1 group. The db2iadm1 group line in /etc/group looks like this:

db2iadm1:x:102:root

Verifying that DB2 is installed correctly
The general steps to verify that DB2 has been installed properly are as follows:

� Create the SAMPLE database.
� Connect to the SAMPLE database.
� Run a query against the SAMPLE database.
� Drop the SAMPLE database.

You can verify that DB2 has been installed properly using the following procedure:

1. Log on as a user with root authority.

Figure 5-18   Verify that root is member of db2iadm1 group

2. In order to set the environment variables for the database instance, you need to source 
the instance profile (db2profile) found in the instance user’s home directory:

. /home/db2inst1/sqllib/db2profile

3. After setting the DB2 environment variables, you can verify the installed version of DB2 by 
issuing the db2level command. 

The output will indicate which DB2 instance is currently being used, which code release is 
installed, and whether the selected DB2 instance is 32-bit or 64-bit, as shown in 
Figure 5-19. 

Figure 5-19   Verify DB2 version and level

Note: After adding the root account to the db2iadm1 group as outlined in the previous 
section, you need to log out and log back in to allow the system to pick up this change.

Before proceeding, check that root is a member of this group by issuing the id 
command. Make sure that the output line contains the db2iadm1 group—it looks similar 
to Figure 5-18.

Note: There is a space between . and /home.
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4. Make sure that DB2 was started and is currently running by issuing the db2start 
command. If this gives you an error as shown in Figure 5-20, that means DB2 was already 
running when you issued the command. Otherwise it will be started now.

Figure 5-20   Verify that DB2 is running

5. Enter the db2sampl command to create the SAMPLE database. The results look similar to 
Figure 5-21. 

Figure 5-21   Create sample database

6. Enter the following commands to connect to the SAMPLE database, retrieve a list of all 
the employees that work in Department 20, and reset the database connection:

db2 connect to sample
db2 “select * from staff where dept = 20”
db2 connect reset

7. If all steps completed successfully, you can remove the SAMPLE database. Enter the 
following command to do so:

db2 drop database sample

The results look similar to Figure 5-22. 

Important: Especially note whether the selected DB2 instance is 32-bit or 64-bit 
because this will greatly affect future installation steps!

Note: This process can take several minutes to complete.
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Figure 5-22   Verify DB2 installation

You have now successfully completed the DB2 installation.

5.3.2  Agent Manager installation using 64-bit DB2 instance: GUI install

The Agent Manager is required only if you plan to install Data agents and Fabric agents.

Agent Manager is optional. If you decide at a later stage to install Agent Manager, you can do 
so. However, you will then be required to register the Agent Manager with TPC manually 
before installing Data agents and Fabric agents. For additional information about manually 
registering the Agent Manager with TPC, refer to IBM Tivoli Storage Productivity Center 
Installation and Configuration Guide, SC27-2337, Chapter 3. “Configuring IBM Tivoli Storage 
Productivity Center”  “Agent Manager Registration.”

When you install a new version of Agent Manager on your system, you will be installing 
version 1.3.2. You can also upgrade from previous versions to 1.3.2. For additional 
information, refer to IBM Tivoli Storage Productivity Center Installation and Configuration 
Guide, SC27-2337, Chapter 4. “Upgrading and migrating the IBM Tivoli Storage Productivity 
Center family”  “Upgrading Agent Manager.”

Agent Manager requires a DB2 database repository. You can install Agent Manager using a 
32-bit DB2 instance or a 64-bit DB2 instance. To determine the level of DB2 that you have, 
run the db2level command.

In this example, we will be installing Agent Manager using a 64-bit DB2 instance. For 
information about how to install Agent Manager on 32-bit DB2 instances, refer to IBM Tivoli 
Storage Productivity Center Installation and Configuration Guide, SC27-2337, Chapter 2. 
“Installing the IBM Tivoli Storage Productivity Center family”  “Installing the Agent Manager 
using a 32-bit DB2 instance - GUI install.”

 

 

 

Chapter 5. Tivoli Storage Productivity Center installation on Linux 285



 

Preparing the DB2 database for use with Agent Manager
Follow these steps:

1. Log on as a user with root authority.

2. In order to set the environment variables for the database instance, you need to source 
the instance profile (db2profile) found in the instance user’s home directory:

. /home/db2inst1/sqllib/db2profile

3. Make sure that DB2 was started and is currently running by issuing the db2start 
command. If this gives you an error as shown in Figure 5-20 on page 284, that means 
DB2 was already running when you issued the command. Otherwise it will be started now.

4. If you have not done so already, verify which version of DB2 is installed by issuing the 
db2level command. The output will indicate which DB2 instance is currently being used, 
which code release is installed, and whether the selected DB2 instance is 32-bit or 64-bit, 
as shown in Figure 5-19 on page 283.

5. Installing Agent Manager on a 64-bit DB2 instance will require you to manually prepare 
the database prior to running the Agent Manager installer. Before creating the database, 
make sure DB2 communication method is set to TCP/IP by running the following 
command:

db2set
DB2COMM=tcpip

The correct value returned is tcpip. If the communication method is not set to TCP/IP, 
refer to the following URL for instructions on how to set it:

http://publib.boulder.ibm.com/infocenter/db2luw/v9/index.jsp?topic=/com.ibm.db2
.udb.uprun.doc/doc/t0004727.htm

Note: After adding the root account to the db2iadm1 group as outlined in 5.3.1, “DB2 
installation: GUI install” on page 267, you need to log out and log back in to allow the 
system to pick up this change.

Before proceeding, check that root is a member of this group by issuing the id 
command. Make sure that the output line contains the db2iadm1 group.

Note: There is a space between . and /home.

Important: There are separate Agent Manager installation procedures for 32-bit and 
64-bit DB2 instances. We discuss the procedure for 64-bit instances, only.
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6. In order to prepare the database IBMCDB, which is to be used by Agent Manager, open a 
DB2 command prompt by issuing the db2 command as shown in Figure 5-23.

Figure 5-23   DB2 command prompt

a. To manually create the database object, issue the following command (Figure 5-24):

db2 =>CREATE DATABASE IBMCDB USING CODESET UTF-8 TERRITORY US

Figure 5-24   Create database

b. To set the required parameters of the database object, run the following command:

db2 =>UPDATE DATABASE CONFIGURATION FOR IBMCDB USING
DBHEAP 8192
APPLHEAPSZ 4096
APP_CTL_HEAP_SZ 512
STMTHEAP 32768
PCKCACHESZ 2000
CATALOGCACHE_SZ 360
LOGBUFSZ 800
UTIL_HEAP_SZ 10000
STAT_HEAP_SZ 6000
MINCOMMIT 1
NUM_IOCLEANERS 1
NUM_IOSERVERS 3
MAXAPPLS 120
AVG_APPLS 5
NUM_DB_BACKUPS 30
LOGPRIMARY 6
LOGSECOND 50
LOGFILSIZ 1024

Note: We use the default database name, which is IBMCDB. We recommend 
staying with the default name, however, you can make it whatever you prefer, 
keeping in mind that it must not exceed 8 characters.
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The result looks like Figure 5-25.

Figure 5-25   Update database parameters

c. To verify that the database has been created, run the following command:

db2 =>list db directory

The result looks like Figure 5-26.

Figure 5-26   Verify creation of database

d. Type quit at the command prompt to exit DB2 interactive mode.
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Accessing the installation media using the CD
Follow these steps:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the Agent Manager CD into the CD-ROM drive. Mount the CD-ROM file system at 
the desired mount point. Run the following command to achieve this:

mount -o ro /dev/cdrom /cdrom

3. Change to the installation directory where the CD-ROM is mounted, for example:

cd /cdrom/Linux/EmbeddedInstaller

Accessing the installation media using a downloaded image
Follow these steps:

1. Create a temporary directory (for example, amtemp) to hold the Agent Manager installer tar 
file and untarred files. These files require 2 GB of hard drive space.

mkdir /amtemp

2. Copy or download the Agent Manager installer into the amtemp directory.

3. Change to the directory where you have stored the image, for example:

cd /amtemp

4. Un-tar (extract) the Agent Manager installer file, following the instructions supplied at the 
repository from which you downloaded the image, which might involve running the tar or 
gunzip commands, or a combination of both. For example:

tar -xvzf AgentManagerEmbeddedWS_Linux.tar.gz

5. Change to the installation directory, which you extracted from the image. For example:

cd /amtemp/EmbeddedInstaller
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Beginning the installation

Follow these steps:

1. Run the following command to execute the graphical installer:

./setupLinux.bin

This will open the Agent Manager InstallShield Wizard.

2. The installation wizard prompts you as to whether you want to use an already existing 
WebSphere instance (the runtime container for Agent Manager) or install a new one. It is 
not supported to install Agent Manager on an existing WebSphere Application Server 
instance, so choose The embedded version of the IBM WebSphere Application 
Server as shown in Figure 5-27. Click Next when you are ready to continue with the 
installation.

Figure 5-27   Select runtime container

Note: You must have the X11 graphical capability installed before installing Agent 
Manager using the GUI. Refer to Appendix A, “Report and Data Source Import Configuring 
X11 forwarding” on page 621. 

Note: You have the option to choose an existing WebSphere Application Server. This 
option, however, is not supported—so do not select this option.
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3. The installation wizard will prompt you for the directory to install Agent Manager, as shown 
in Figure 5-28. You can change the directory or accept the defaults. Make sure the 
installation folder has sufficient free space available, then click Next to continue.

Figure 5-28   Choose installation directory

 

 

 

Chapter 5. Tivoli Storage Productivity Center installation on Linux 291



 

4. The panel shown in Figure 5-29 prompts you for the location of the registry database. 
When installing on a 64-bit DB2 instance, you must choose DB2 database on another 
computer (without DB2 Administrator Client), even though DB2 is installed locally. 
Click Next to continue with the installation.

Figure 5-29   Choose type and location of the database for the registry
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5. Enter the required DB2 database connection information as prompted by the installer. See 
Figure 5-30 for an example. 

Figure 5-30   DB2 database connection information

When installing Agent Manager with 64-bit DB2 instances, you need to change the 
Location of DB2 Universal Database Type 4 Drivers for JDBC to the proper directory 
containing the db2jcc.jar file. In this example, it is /home/db2inst1/sqllib/java.

See the TPC 4.1 Flash for additional details, which can be found at the following URL:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&dc=D600&uid=swg2
1383263&loc=en_US&cs=UTF-8&lang=en

Tip: If you are uncertain about the TCP/IP port that DB2 is using, run the following 
commands (make sure you have sourced db2profile prior to running the commands):

db2 get dbm cfg | grep SVCENAME
TCP/IP Service name                          (SVCENAME) = db2c_db2inst1

This will output the service name the DB2 instance is using—in this example, it is 
db2c_db2inst1. The service name is mapped to a port number in the file /etc/services 
—the following command will resolve it:

grep db2c_db2inst1 /etc/services
db2c_db2inst1 50000/tcp

The Agent Manager installer will require you to input port 50000 in this example; see 
Figure 5-31.
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Figure 5-31   Verify TCP/IP port DB2 is using

6. The next panel will prompt you for database user information. Specify a user ID with 
administrative database authority as Database Runtime User ID, such as db2inst1 - see 
Figure 5-32 for details. Leave Use a different User ID during the installation unchecked 
and click Next to continue.

Figure 5-32   DB2 user information
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7. The panel shown in Figure 5-33 allows you to input the network information used by the 
Agent Manager. This information is used by agents to connect to the Agent Manager. 
Make sure the specified host name properly resolves to the Agent Manager’s IP address.

Figure 5-33   WebSphere Application Server connection information

We recommend that you accept the default to use port 80 for the agent recovery service. 
Leave Do not use port 80 for agent recovery service unchecked. If you are not sure if 
port 80 is being used by another application, you can issue netstat -a -n, and look for 
port 80 in the listening state.

Accept the default ports and continue to the next panel by clicking Next.

Note: We recommend that you use fully qualified host names. This value is used for 
URLs for all Agent Manager services. It is preferable to use the fully qualified host 
name rather than an IP address.
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8. Accept the defaults when prompted for Application Server Name and Context Root, as 
shown in Figure 5-34.

Figure 5-34   Application Server information

We recommend that you choose Automatically start the agent manager each time the 
system starts, so accept the default setting and click Next to continue.
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9. The Security Certificates panel shown in Figure 5-35 lets you choose whether you want to 
use demonstration certificates or create your own certificates for this installation. We 
highly recommend that you generate new certificates for a secure environment! 

Figure 5-35   Security Certificates

Choose to generate new certificates and click Next to continue.
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10.Accept the default Certificate Authority Name and Security Domain as seen in 
Figure 5-36. 

Figure 5-36   Certificate Authority

Click Next to proceed with the installation.

Note: Even though not required, we recommend that you specify a password to lock 
the certificates. If you do not specify a password, you will not be able to unlock the 
certificate files in case of problems.
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11.On the panel shown in Figure 5-37, enter the required passwords:

Figure 5-37   Set passwords

Agent Manager Password:

This is the resource manager registration password. This password is used to register the 
Data Server and Device Server with the Agent Manager. Enter the password twice.

We recommend that you record it in the worksheets provided in Appendix C, “Worksheets” 
on page 641.

Agent Registration Password:

This is the password used to register the Common Agents (for Fabric agent and Data 
agent). You must supply this password when you install the agents. Enter the password 
twice.

You specify a unique password and record it in the worksheets provided in Appendix C, 
“Worksheets” on page 641. You must provide a password here, otherwise you cannot 
continue the installation.
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12.The User Input Summary panel is displayed as seen in Figure 5-38. 

Figure 5-38   User Input Summary

Review the information that you have provided for the Agent Manager installation. If you 
agree with the settings, click Next to continue with the installation.
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13.You will see a progress panel as the installer copies the required files. Wait for the 
installation to complete.

14.After the embedded version of WebSphere has been installed and configured, you will see 
the summary information panel for Tivoli Agent Manager, as illustrated in Figure 5-39.

Figure 5-39   Summary information for Agent Manager

Click Next to proceed with the installation.

15.You will see a progress window as Agent Manager is installed. Wait for the installation to 
complete.

16.You will be prompted whether you want to Start the Agent Manager Application Server 
now, as illustrated in Figure 5-40. Select Yes and click Next to finish the installation.
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Figure 5-40   Start Agent Manager Application Server

17.When the installation was successful, you will see a summary panel such as Figure 5-41. 

Figure 5-41   Installation summary

Click Next to continue.
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18.A final summary panel will be displayed, such as the one shown in Figure 5-42. Click 
Finish to close the graphical installer.

Figure 5-42   Installation complete

Verifying that Agent Manager is installed correctly
You can verify the installation by running the HealthCheck utility:

1. Change to the directory where Agent Manager is installed, and descend to the 
toolkit/bin subdirectory, for example:

cd /opt/IBM/AgentManager/toolkit/bin

2. Run the HealthCheck.sh command to verify that Agent Manager is installed correctly. 
You have to specify the agent registration password as part of the -registrationPW 
parameter:

./HealthCheck.sh -registrationPW password

See Figure 5-43 for an example:
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Figure 5-43   HealthCheck command

Refer to the HealthCheck.readme file located in the toolkit directory for additional 
information about usage of HealthCheck.

3. The output looks similar to Figure 5-44. Especially, look for the output:

Health Check passed.

Figure 5-44   Health Check passed 

You have now successfully completed Agent Manager installation.

5.4  Installing Tivoli Storage Productivity Center components
Now that the prerequisites have been installed, we can install the Tivoli Storage Productivity 
Center components.

Before you begin the installation, consider the following requirements:

� Confirm that the correct versions of DB2 and Agent Manager (optional) are installed on 
your system.

� User IDs that will be required during the installation have been documented for reference. 
Refer to Appendix C, “Worksheets” on page 641. 
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� If you are considering the use of LDAP, ensure that you have all the correct information. 
Refer to Chapter 6, “LDAP authentication support and Single Sign-On” on page 335.

� Carefully read and complete the steps mentioned in Chapter 2, “Planning for installation of 
Tivoli Storage Productivity Center” on page 31. In addition, refer to the IBM Tivoli Storage 
Productivity Center Installation and Configuration Guide, SC27-2337, Chapter 2. 
“Installing the IBM Tivoli Storage Productivity Center family”  “Preparing for installation”.

Accessing the installation media using the CD
Follow these steps:

1. Create a mount point or choose an existing mount point. To create a mount point called 
/cdrom, we enter the following command:

mkdir /cdrom

2. Insert the Tivoli Storage Productivity Center Disk 1 CD into the CD-ROM drive. Mount the 
CD-ROM file system at the desired mount point. Run the following command to achieve 
this:

mount -o ro /dev/cdrom /cdrom

3. Change to the installation directory where the CD-ROM is mounted, for example:

cd /cdrom

Accessing the installation media using a downloaded image
Follow these steps:

1. Create a temporary directory (for example, tpctemp) to hold the Tivoli Storage Productivity 
Center  installer tar files and untarred files. These files require 3-4 gigabytes of hard drive 
space.

mkdir /tpctemp

2. Copy or download the Tivoli Storage Productivity Center installer into tpctemp.

3. Change to the directory where you have stored the image, for example:

cd /tpctemp

4. Un-tar (extract) the Tivoli Storage Productivity Center installer files, following the 
instructions supplied at the repository from which you downloaded the image, which might 
involve running the tar or gunzip commands, or a combination of both. For example:

tar -xvzf TPC_4.1.0.97_SE_linux_ix86_disk1_part1.tar.gz
tar -xzvf TPC_4.1.0.97_linux_ix86_disk1_part2.tar.gz

Tip: We recommend that you install the Database Schema first. After that, install Data 
Server, Device Server, Tivoli Storage Productivity Center for Replication, and Tivoli 
Integrated Portal in a separate step. 

If you install all the components in one step, if any part of the installation fails for any 
reason (for example, space or passwords), the installation suspends and rolls back, 
uninstalling all the previously installed components.

Note: Be sure to extract both parts of Disk 1 to the same directory!
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5.4.1  Creating the database schema

This topic provides information about how to create the database schema for use with Tivoli 
Storage Productivity Center .

Next we explain how to install the TPC database schema.

To install the TPC database schema, follow these procedures:

1. Log on as a user with root authority.

2. In order to set the environment variables for the database instance, you need to source the 
instance profile (db2profile) found in the instance user’s home directory:

. /home/db2inst1/sqllib/db2profile

3. Make sure that DB2 was started and is currently running by issuing the db2start 
command. If this gives you an error as shown in Figure 5-20 on page 284, that means 
DB2 was already running when you issued the command. Otherwise it will be started now.

4. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
Disk 1 software package, then launch the graphical installer by issuing the command:

./setup.sh

5. Tivoli Storage Productivity Center installer is launched, prompting you to select an 
installation language (see Figure 5-45). Choose a language and click OK to continue.

Figure 5-45   Select language

Note: If you are using a remote database for TPC, you must install the database schema 
on that computer first, after you have installed DB2. Afterwards you need to install the TPC 
server components on the other machine, and choose to use a remote database 
connection. We outline these activities in the following chapter.

Note: You must have the X11 graphical capability installed before installing Tivoli Storage 
Productivity Center using the GUI. Refer to Appendix A, “Report and Data Source Import 
Configuring X11 forwarding” on page 621. 

Note: After adding the root account to the db2iadm1 group as outlined in 5.3.1, “DB2 
installation: GUI install” on page 267, you need to log out and log back in to allow the 
system to pick up this change.

Before proceeding, check that root is a member of this group by issuing the id 
command. Make sure that the output line contains the db2iadm1 group.

Note: There is a space between . and /home.
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6. The International Program License Agreement is displayed. Read the license text and, 
if you agree with it, click I accept the terms of the license agreement as shown in 
Figure 5-46. Click Next when you are ready to proceed with the installation.

Figure 5-46   License Agreement

7. The Installation Types panel is displayed, as seen in Figure 5-47. Click Custom 
Installation. In addition, you can change the TPC Installation Location to suite your 
requirements or accept the defaults. Make sure that the installation folder has sufficient 
free space available (Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31), then click Next to continue.

Figure 5-47   Choose Custom Installation
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8. The panel shown in Figure 5-48 prompts you to select one or more components to install. 
Remove all check marks except for Create database schema for now. Click Next to 
continue with the installation.

Figure 5-48   Select Create database schema component

9. The Database administrator information panel is displayed. Specify a user ID with 
administrative database authority as Database administrator, such as db2inst1, as seen 
in Figure 5-49. Specify the according password and click Next to continue.

Figure 5-49   Database credentials
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10.The panel shown in Figure 5-50 is displayed. Enter the administrative user ID (in our case, 
db2inst1) and according password again as DB user ID. Make sure that you select 
Create local database.

Figure 5-50   Choose Create local database

You can click Database creation details in order to verify additional details, as shown in 
Figure 5-51. Do not change the default values unless you are a knowledgeable DB2 
administrator. Click Next to proceed with the installation.

Figure 5-51   Database schema creation

Note: The TPC schema name cannot be longer than eight characters.
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11.Figure 5-52 shows the summary information panel. Review the information that you have 
provided for the database schema installation. If you are in agreement that all data entered 
is correct, you can proceed by clicking Install.

Figure 5-52   Summary information

12.The progress panel is displayed. Wait for the installation to finish; the results panel looks 
like Figure 5-53. 

Figure 5-53   Installation results

13.Click Finish to exit the graphical installer.
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Verifying the database schema installation
To verify the installation, check that you have the database named TPCDB. Do this by 
following these steps:

1. Source the DB2 profile:

. /home/db2inst1/sqllib/db2profile

2. Verify creation of the TPCDB database by issuing the following command:

db2 list db directory

The command lists all databases that exist, as seen in Figure 5-54.

Figure 5-54   Verify database creation

5.4.2  Installing TPC Servers, GUI and CLI
After you have completed creating the database schema, you are ready to install the 
following Tivoli Storage Productivity Center components:

� Data Server
� Device Server
� GUI
� CLI

Note: In addition to the components just mentioned, two additional components will be 
installed by default, namely Tivoli Integrated Portal as well as Tivoli Storage Productivity 
Center for Replication.
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You can additionally install the Data agent and Fabric agent as part of the TPC server 
installation, but we recommend to install them subsequently in a separate step. If you install 
all the components at the same time, if one fails for any reason (for example, space or 
passwords), the installation suspends and a rollback occurs, uninstalling all the previously 
installed components.

Next we describe how to complete the installation process.

Follow these steps to complete the installation process: 

1. Log on as a user with root authority.

2. In order to set the environment variables for the database instance, you need to source 
the instance profile (db2profile) found in the instance user’s home directory:

. /home/db2inst1/sqllib/db2profile

3. Make sure that DB2 was started and is currently running by issuing the db2start 
command. If this gives you an error as shown in Figure 5-20 on page 284, that means 
DB2 was already running when you issued the command. Otherwise it will be started now.

4. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
Disk 1 software package, then launch the graphical installer by issuing the following 
command:

./setup.sh

5. Tivoli Storage Productivity Center installer is launched, prompting you to select an 
installation language (see Figure 5-55). Choose a language and click OK to continue.

Figure 5-55   Select language

6. The International Program License Agreement is displayed. Read the license text and, if 
you agree with it, click I accept the terms of the license agreement as shown in 
Figure 5-56. Click Next when you are ready to proceed with the installation.

Note: You must have the X11 graphical capability installed before installing Tivoli Storage 
Productivity Center using the GUI. Refer to Appendix A, “Report and Data Source Import 
Configuring X11 forwarding” on page 621. 

Note: There is a space between . and /home.
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Figure 5-56   License Agreement

7. The Installation Types panel is displayed, as seen in Figure 5-57. Click Custom 
Installation, then click Next to continue.

Figure 5-57   Choose Custom Installation
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8. The next panel prompts you to select one or more components to install. Remove all 
check marks except for Tivoli Storage Productivity Center Servers, GUI and CLI. 
Note that the database schema is greyed out, because it was already installed previously; 
see Figure 5-58. Click Next to continue with the installation.

Figure 5-58   Select Servers, GUI, and CLI

Because we do not plan to install the Data agent or Fabric agent at this time, there is no 
need to Register with the agent manager; we perform this step subsequently.

9. If you are running the TPC installation on a system with at least 4 GB but less than the 
recommended 8 GB of RAM, a warning message will be displayed as seen in Figure 5-59. 
To ignore this message and continue with the installation, click OK.

Figure 5-59   Memory size warning

Tip: We recommend installing the Data agent and Fabric agent in a separate step.

If you install all the components at the same time, if one fails for any reason (for 
example, space or passwords), the installation suspends and a rollback occurs, 
uninstalling all the previously installed components.
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10.The Database administrator information panel is displayed, as seen in Figure 5-60. The 
database administrator user and password are automatically filled in. This is due to the 
fact that we previously used it to create the database schema. Click Next to continue.

Figure 5-60   Database credentials

11.The database schema information panel is displayed, as shown in Figure 5-61. Because 
we already installed the database schema previously, nothing can be changed here. Click 
Next to continue with the installation.

Note that if you want to use a remote database on another machine, then you need to 
install the TPC schema component on this machine first, following the procedure 
documented in the previous section. Afterwards, install the TPC server components, 
select the Use remote database option, and specify the host name of the server running 
the DB2 Manager.

Note: 8 GB of RAM is the minimum memory requirement to run both Tivoli Storage 
Productivity Center and Tivoli and Tivoli Storage Productivity Center for Replication. 

If you have less than 8 GB of RAM, you have to run only Tivoli Storage Productivity 
Center or Tivoli Storage Productivity Center for Replication because of system load. 
To do that, you must disable Tivoli Storage Productivity Center or Tivoli Storage 
Productivity Center for Replication after installation. Refer to “Disabling Tivoli Storage 
Productivity Center or Tivoli Storage Productivity Center for Replication” on page 467. 
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Figure 5-61   Local database preselected

12.If you selected to use a remote database, a warning message is presented to ensure that 
the remote DB2 instance is running before proceeding; see Figure 5-62.

Figure 5-62   Ensure that DB2 is running on the remote system

13.The panel shown in Figure 5-63 on page 318 requires the following inputs:

– Data Server Name:

Enter the fully qualified host name of the Data Server.

– Data Server Port:

Enter the Data Server port. The default is 9549. 

– Device Server Name:

Enter the fully qualified host name of the Device Server.

– Device Server Port:

Enter the Device Server port. The default is 9550. 

– TPC Superuser:

Enter an operating system group name to associate with the TPC superuser role. This 
group must exist in your operating system before you install Tivoli Storage Productivity 
Center . Membership in this group provides full access to the Tivoli Storage 
Productivity Center product. You can assign a user ID to this group on your operating 
system and log on to the TPC GUI using this user ID.
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If you click the Security roles... button, the Advanced security roles mapping panel is 
displayed. You can assign an operating system group for each TPC role you want to 
make an association with, so you can have separate authority IDs to do various TPC 
operations. The operating system group must exist before you can associate a TPC 
role with it. Except for the superuser role, you do not have to assign security roles at 
installation time; you can assign these roles after you have installed TPC.

You can record information used in the component installation, such as user IDs, 
passwords, and storage subsystems in the worksheets in Appendix C, “Worksheets” 
on page 641. 

– Host Authentication Password:

This is the password used for the Fabric agents to communicate with the Device 
Server. This password must be specified when you install the Fabric agent.

– Data Server Account Password:

This is not required for Linux installations, this is only required for Windows.

– WebSphere Application Server (WebSphere Application Server) Admin ID and 
Password:

This is the user ID and password required by the Device Server to communicate with 
the embedded WebSphere.

You can use any existing user ID here, such as the dasusr1 ID created upon DB2 
installation. The WebSphere Application Server admin ID does not need to have any 
operating system privileges. The user will be used for the local Tivoli Integrated Portal 
(TIP) administrator ID.

If you click the NAS discovery... button, the NAS discovery information panel is 
displayed. You can enter the NAS filer login default user name and password and the 
SNMP communities to be used for NAS discovery. You do not have to assign the NAS 
discovery information at installation time, you can configure it after you have installed 
TPC.

Note: If you select LDAP authentication later in the Tivoli Storage Productivity 
Center  installation, then the values you enter for LDAP TPC Administrator groups 
override the values you entered here for the TPC superuser.

Important: Ensure that you record all passwords that are used during the installation of 
Tivoli Storage Productivity Center .
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Figure 5-63   TPC Server and Agent information

When you are ready, click Next to continue.

14.The Tivoli Integrated Portal panel is displayed, as seen in Figure 5-64. You can select to 
install a new version of TIP or use an already existing install on the local machine.

TIP will use 10 port numbers starting from the one specified in the Port field (referred to as 
the Base Port). The 10 ports will be:

– base port
– base port+1
– base port+2
– base port+3
– base port+5
– base port+6
– base port+8
– base port+10
– base port+12
– base port+13

The TIP administrator ID and password are pre-filled with the WebSphere Application 
Server admin ID and password specified in the previous step (Device Server installation).

Click Next to continue.
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Figure 5-64   Tivoli Integrated Portal

15.The authentication selection panel is displayed (Figure 5-65). This panel refers to the 
authentication method that will be used by TPC to authenticate the users.

Figure 5-65   Authentication selection

Important: TPC Version 4.1 only supports a TIP instance that is exclusively used by TPC 
and TPC-R, but no other application exploiting TIP. Expect support for multiple 
applications using a shared TIP instance in a future release.
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16.If you already have a valid Tivoli Integrated Portal instance on the system and it uses 
either OS-based or LDAP-based authentication, then TPC will use that existing 
authentication method.

Otherwise, select the authentication method to use:

– OS Authentication:

This uses the operating system of the TPC server for user authentication.

– LDAP/Active Directory:

If you select LDAP or Microsoft Active Directory for authentication, you must have 
LDAP or Active Directory installed already. Refer to Chapter 6, “LDAP authentication 
support and Single Sign-On” on page 335 for additional information. 

Choose either of the two options and click Next to proceed.

17.If you decide to use LDAP/Active Directory authentication, additional panels are displayed 
to configure this authentication method. Refer to “Installing TPC Servers, GUI and CLI” on 
page 311 for additional details.

18.The summary information panel is displayed. Review the information, then click Install to 
continue as illustrated in Figure 5-66.

Figure 5-66   Summary information
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19.You will see a progress window as Tivoli Storage Productivity Center  is installed. Wait for 
the installation to complete.

20.If you install from the electronic image, the installer might prompt you to change to the 
directory of the second disk. Click Browse, choose the directory of Disk 2, and click OK to 
continue.

After the TPC Data Server, Device Server, GUI, and CLI installation are complete, the 
installing TIP panel is displayed (see Figure 5-67). Wait for the TIP installation to finish as 
well.

Figure 5-67   Tivoli Integrated Portal installation

Tip: Extract the files from Disk 1 and Disk 2 into a directory of the names: disk1 and 
disk2. The Tivoli Storage Productivity Center installation program will then be able to 
find the Disk 2 files automatically; it will not prompt with the Insert Next Disk panel. 
Put disk1 and disk2 in the same directory, for example: 

/tpctemp/disk1
/tpctemp/disk2

Note: If the installer fails to install a specific component, the process will stop and the 
installer will uninstall all components.
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After the TIP installation has completed, the TPC for Replication installation is launched in 
a separate window. The TPC installation is temporarily suspended in the background and 
the TPC for Replication panel is displayed as seen in Figure 5-68. 

Figure 5-68   TPC for Replication installation

Installing TPC for Replication
Follow these steps:

1. The Welcome panel is displayed as seen in Figure 5-68. Click Next.

2. The system prerequisites check panel is displayed, as seen in Figure 5-69. At this stage 
the wizard will check that the operating system meets all prerequisite requirements as well 
as fix packs installed.

Figure 5-69   System check

Important: If you are not planning to use TPC for Replication and you attempt to cancel 
or bypass the installation, it will result in an interruption of the installation process, 
which will invoke a complete TPC installation rollback.
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3. If the system passes the check as seen in Figure 5-70, you can continue by clicking Next.

Figure 5-70   System check complete

4. Read the license agreement text displayed on the next panel (Figure 5-71) and, if you 
agree with it, select I accept the terms of the license agreement prior to clicking Next.

Figure 5-71   License Agreement
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5. Specify the Directory Name where you want to install TPC for Replication. You can either 
choose a directory by changing the location or by accepting the default directory. See 
Figure 5-72 for an example. Make sure that the installation folder has sufficient free space 
available (refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31), then click Next to continue with the installation.

Figure 5-72   Directory Name

6. The TPC-R Administrator user panel is displayed, as illustrated in Figure 5-73. Enter the 
user ID and password that will be used as TPC-R administrator. This user must already 
exist in the operating system and have administrator rights, such as the root account. 
When you are done, click Next to continue.

Figure 5-73   TPC-R User ID and Password

Note: If you prefer to use another user, you are required to create it beforehand and 
ensure that it has administrator rights.
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7. The default WebSphere Application Server ports panel is displayed, as shown in 
Figure 5-74. Accept the defaults and click Next to continue.

Figure 5-74   Default ports

8. The Installation Summary panel is displayed (Figure 5-75). Review the settings and make 
necessary changes if needed by clicking Back. Otherwise, click Install.

Figure 5-75   TPC-R Installation Summary
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9. The TPC for Replication installation progress panel is displayed, as seen in Figure 5-76. 
Wait for the installation to finish.

Figure 5-76   TPC-R progress panel

10.The TPC-R Installation Result panel is displayed, as shown in Figure 5-77. Notice the URL 
to connect to TPC-R. Click Finish.

Figure 5-77   TPC-R Installation result

Note: Tivoli Storage Productivity Center for Replication is installed with no license. You 
must install the Two Site or Three Site Business Continuity (BC) license in order to use 
it. For information about installing the license, see “Installing the Two Site or Three Site 
Business Continuity License” on page 461. 
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11.After the TPC-R installation has completed, the TPC installer will continue creating the 
uninstaller as seen in Figure 5-78. Wait for the installation to complete.

Figure 5-78   Creating uninstaller

12.After the installation has finished, you see the Summary Information panel (Figure 5-79). 
Read and verify the information and click Finish to complete the installation.

Figure 5-79   Summary Information
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Verifying the TPC Server installation
At the end of the installation, it is a good idea to make sure that all the components have been 
installed successfully and that Tivoli Storage Productivity Center is in good working order.

To test this situation on Linux, we have chosen to launch the Tivoli Storage Productivity 
Center GUI. In TPC we then confirm that all services are started and running. 

Follow these steps:

1. If you installed TPC to the default location, the following command will launch the TPC 
GUI on Linux:

/opt/IBM/TPC/gui/TPCD.sh

2. Log on to TPC using a user ID that is mapped to the TPC superuser role. If you used the 
defaults during installation, the root user is mapped to this role.

3. From the Navigation Tree, expand Administrative Services  Service  Data Server 
and Device Server. All nodes within these branches are marked green, as illustrated in 
Figure 5-80.

Figure 5-80   Data and Device Server services

You have now successfully completed Tivoli Storage Productivity Center  server installation.

5.4.3  Agent installation

In this section, we present how to locally install TPC Data and Fabric agents. When installing 
Data agents or Fabric agents, you need to register the TPC server with an Agent Manager; 
we also demonstrate how to do so.

For instructions and guidelines on installing the newly introduced Storage Resource agents, 
refer to “Deploying Storage Resource agents using the TPC GUI” on page 440.
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To register the TPC server with an Agent Manager and install a Data agent and a Fabric 
agent on the server, follow these steps:

1. Log on as a user with root authority.

2. Change to the directory where you have extracted the Tivoli Storage Productivity Center 
Disk 1 or Disk 2 software package, then launch the graphical installer by issuing the 
following command:

./setup.sh

3. Tivoli Storage Productivity Center installer is launched prompting you to select an 
installation language (see Figure 5-81). Choose a language and click OK to continue.

Figure 5-81   Select language

4. The International Program License Agreement is displayed. Read the license text and, 
if you agree with it, click I accept the terms of the license agreement as shown in 
Figure 5-82. Click Next when you are ready to proceed with the installation.

Figure 5-82   License Agreement

5. The Installation Types panel is displayed, as seen in Figure 5-83. Click Custom 
Installation, then click Next to continue.

Note: You must have the X11 graphical capability installed before installing Tivoli Storage 
Productivity Center using the GUI. Refer to Appendix A, “Report and Data Source Import 
Configuring X11 forwarding” on page 621.
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Figure 5-83   Choose Custom Installation

6. The next panel prompts you to select one or more components to install. Note that 
database schema, servers, GUI, and CLI are greyed out, because they were already 
installed previously. Check Data Agent and Fabric Agent as illustrated in Figure 5-84. 

Figure 5-84   Select Data Agent and Fabric Agent

Note: The Fabric agent needs to be installed if the server is equipped with a Fibre 
Channel HBA, only. Unless the server is Fibre attached, the Fabric agent will not 
provide any meaningful information.
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Note that when installing Data agents or Fabric agents, the TPC server needs to be 
registered with an Agent Manager; the Register with the agent manager options gets 
selected automatically. Click Next to proceed with the installation.

7. The Server Information panel is displayed, as illustrated in Figure 5-85. When installing 
agents on the TPC server itself, all fields are automatically filled in. Click Next to continue.

Figure 5-85   TPC Server and Agent information

8. Now you are prompted for the Agent Manager information, as seen in Figure 5-86. 
Host name and ports must be pre-filled. Verify that the correct fully qualified host name is 
specified.

Figure 5-86   Agent Manager information
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When prompted for the Data Server and Device Server registration information, enter 
manager as the user ID and password as the corresponding password.

In addition, enter the Common Agent Registration password specified during the Agent 
Manager installation. When you are ready, click Next to proceed.

9. Accept the default to Install the new common agent on the next panel. as shown in 
Figure 5-87. You can optionally change the installation location and the port. We 
recommend that you accept the defaults. Click Next.

Figure 5-87   Common Agent selection

10.The summary information panel is displayed. Review the information, then click Install 
to continue as illustrated in Figure 5-88. 

Figure 5-88   Summary information
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11.You will see a progress window as files are being copied. Wait for the installation to 
complete.

12.After the installation has finished, you see the installation results panel (Figure 5-89). 
Read and verify the information and click Finish to complete the installation.

Figure 5-89   Installation results

Verifying the agent installation
At the end of the installation, it is a good idea to make sure that all the components have been 
installed successfully and that the agents are in good working order.

To test this situation on Linux, we have chosen to launch the Tivoli Storage Productivity 
Center GUI and confirm that all Data agents and Fabric agents are displayed as Data 
Sources. Follow these steps to do so:

1. If you installed TPC to the default location, the following command will launch the TPC 
GUI on Linux:

/opt/IBM/TPC/gui/TPCD.sh

2. Log on to TPC using a user ID that is mapped to the TPC superuser role. If you used the 
defaults during installation, the root user is mapped to this role.

3. From the Navigation Tree, expand Administrative Services  Data Sources  
Data/Storage Resource Agents. Be sure that the newly installed agent is included in the 
list and its state is marked green (“Up”), as presented in Figure 5-90. 
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Figure 5-90   Newly installed Data agents

4. If you have installed a Fabric agent as well, navigate to Administrative Services  Data 
Sources  Inband Fabric Agents. Be sure that the newly installed agent is included in 
the list and its state is marked green (“active”), as seen in Figure 5-91. 

Figure 5-91   Newly installed Inband Fabric agents

You have now successfully completed Tivoli Storage Productivity Center agent installation.
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Chapter 6. LDAP authentication support 
and Single Sign-On 

In this chapter, we take you through the usage and setup steps to use a Lightweight Directory 
Access Protocol (LDAP) server for authentication in TPC. We also show how it can enable 
the Single Sign-On functionality.

Authentication is the act of establishing or confirming that a user is authentic. In software 
applications, users are primarily authenticated against a set of credentials that the user 
supplies. These credentials are typically a user name and password, which are then validated 
against a previously set up repository. If the user name and password are exactly the same, 
the user is considered authenticated.

In TPC V4.1, Lightweight Directory Access Protocol (LDAP) has been added as a supported 
authentication mechanism. LDAP provides a centralized repository for use in a system wide 
authentication. The benefit that this provides is a single place to manage all user accounts, 
meaning that all authentication requests within an environment can be sent to a remote LDAP 
server as opposed to the local OS repository.

Single Sign-On (SSO) is the method of access control that enables a user to authenticate 
once and gain access to the resources of multiple, trusted applications. In order to have an 
SSO environment, there must be a centralized authentication repository such as LDAP or 
Active Directory that is accessed by all applications within an SSO environment. The user’s 
user name and password are passed between applications in an encrypted manner, which 
allows the user to navigate among various products and user interfaces without being 
required to enter authentication credentials, such as user name and password, more than 
once.

6
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6.1  LDAP authentication

Starting from Tivoli Storage Productivity Center V4.1, TPC allows not only the use of the OS 
user registry for authentication, but also the Microsoft Active Directory or an LDAP user 
registry. In order to keep all the TPC components (TIP, TPC servers, and TPC for Replication 
server) in sync and allow a seamless Single Sign-On between them, TPC V4.1 uses the TIP 
infrastructure and its underlying WebSphere Application Server capabilities to use an LDAP 
registry and enable SSO. In the next section we describe how to configure TPC to use an 
LDAP server for authentication and explain how to change this setting from OS authentication 
to LDAP or from LDAP to OS authentication. 

Because TPC is not directly interfacing with the LDAP server, but it does it through 
WebSphere, TPC’s support of LDAP server types matches whatever WebSphere supports. 
The following Web site lists the various types of LDAP that WebSphere Application Server 
supports:

http://www-1.ibm.com/support/docview.wss?rs=180&uid=swg27007642

In TPC V4.1, the TPC CLI supports OS, LDAP, or Active Directory authentication. TPC CLI 
makes use of the security of the Device Server. Because of this, it will automatically pick up 
the authentication mechanism that the Device Server is configured for. No external changes 
to the TPC CLI have been made, ensuring full backward compatibility with previous versions. 
Although LDAP or Active Directory will be added as an authentication mechanism, the use of 
LTPA tokens will not be supported within the TPC CLI. This means that Single Sign-On 
capability is not supported with the TPC CLI, and the user credentials must be provided every 
time the TPC CLI is invoked. 

6.1.1  Setting the authentication method during TPC installation

The TPC setup program enables you to select, at installation time, the user authentication 
method that will be used by TPC, TPC for Replication, and TIP. You can choose to 
authenticate users against the users defined on the local operating system, or to authenticate 
users against the users defined in a Lightweight Directory Access Protocol (LDAP) or 
Microsoft Active Directory repository. You can change the user authentication method 
afterward using Tivoli Integrated Portal and the procedures documented in the next sections. 
Nevertheless, we strongly suggest to plan and decide for the authentication method that you 
are going to use before the installation takes place.

If, during the installation, you select to use an LDAP server for authentication, you are 
prompted by the installation program for the information required to set up the TPC 
components accordingly. You can refer to the installation chapter for your specific platform for 
detailed information.

If you decide to change the authentication method after installation, you can follow the 
procedures outlined in the next sections. Alternatively, if your environment permits, you can 
decide to uninstall the TPC servers (without dropping the corresponding database) and 
reinstall them again. In this case, the installation program will take care of configuring the 
required authentication parameters using the information that you have provided.
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6.1.2  Changing authentication method from local OS to LDAP

If you have configured TPC to use the local operating system for authentication, you can 
change this setting to configure TPC to use a LDAP repository for authentication. You have to 
make this change through TIP to ensure that all the involved TPC components are kept in 
sync because the modification made through TIP are propagated to the other involved 
components (TPC Device Server and TPC for Replication server).

Before proceeding with the authentication method change, there is a set of minimal 
information that must be gathered from the LDAP administrator, as reported in Table 6-1. 
Certain additional information might be required, depending on the configuration of the LDAP 
server.

Table 6-1   Minimal LDAP information set

Warning: Be advised that if you change the authentication method, all the Role-to-Group 
Mappings defined in TPC will be lost.

Information required Description

Directory type The type of LDAP server to which you want to connect

Primary host name The host name of the primary LDAP server

LDAP Server Port The LDAP server port

Bind Distinguished name and password The distinguished name (DN) and password to use when 
binding to the LDAP repository if anonymous binding is 
not allowed

Search bases for Group, OrgContainer 
and PersonalAccount object types

The search bases that are used to search these entity 
types. The search bases specified must be subtrees of 
the base entry in the repository

Relative DN for Group, OrgContainer 
and PersonalAccount object types

The LDAP attribute name to use when searching for 
these entity types.

Administrative User ID and password User in the repository that will be granted administrative 
privileges in the TIP
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To change the user authentication method from the local operating system to LDAP, 
complete the following steps:

1. Start a Web browser and point to the TIP URL. The address typically is:

http://hostname:port 

Here, hostname defines the server that is running TIP and port defines the port number for 
TIP. If the default port was accepted during the installation, the port number is 16310.

2. On the TIP logon page, log on using the appropriate user ID and password defined on 
your operating system. You can use any user ID provided that this user ID has 
administrative privileges in TIP. In our case we used the tpcadmin user. See Figure 6-1. 

Figure 6-1   TIP Login page
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3. In the Tivoli Integrated Portal Navigation Tree, click Security  Secure administration, 
applications, and infrastructure. See Figure 6-2. 

Figure 6-2   TIP security option
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4. On the Secure administration, applications, and infrastructure page, select Federated 
Repositories from the Available Realm Definitions list and click Configure. See 
Figure 6-3.

Figure 6-3   Secure administration panel
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5. The Federated repositories page is displayed. Under Related Items, click Manage 
repositories as shown in Figure 6-4. 

Figure 6-4   Federated repositories panel

6. On the Manage repositories page, we have to add the LDAP repository that we want to 
use for authentication. Click Add to add the new repository as in Figure 6-5.

Figure 6-5   Manage repositories panel
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7. On the panel shown in Figure 6-6, enter the values for the following fields:

a. Repository identifier. A unique identifier for the LDAP repository. In our environment, 
we set it to LDAP1.

b. Directory type. The type of LDAP server to which you want to connect. In our case, we 
are using an instance of Tivoli Directory Server v6.2.

c. Primary host name. The host name of the primary LDAP server. This host name is 
either an IP address or a fully qualified domain name. In our case, we set it to 
nc124039.romelab.it.ibm.com. 

d. Port. The LDAP server port. The default value is 389, which is not a Secure Sockets 
Layer (SSL) connection. The default SSL connection port is 636.

e. Bind distinguished name. The distinguished name (DN) for the application server to 
use when binding to the LDAP repository. If no name is specified, the application 
server binds anonymously. In most cases, bind DN and bind password are needed. In 
our case, the anonymous bind is enabled on the server, and the bind DN and bind 
password are not needed.

f. Bind password. The password for the application server to use when binding to the 
LDAP repository.

Click OK to continue. 

Figure 6-6   New repository reference panel

Note: If you are using an open LDAP server, you have to select Custom for this 
field.
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8. In the Messages box on the Manage repositories page, click the Save link to save the 
configuration. See Figure 6-7.

Figure 6-7   Manage repository panel

9. On the same panel, click the identifier for the repository that you created in the Repository 
identifier column, in our case, nc124039. It will open the Configuration panel for this 
repository.
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10.On the configuration page for the repository, click LDAP entity types under Additional 
Properties. See Figure 6-8.

Figure 6-8   Repository configuration panel

11.The LDAP entities page is displayed. In the Entity type column, click the link for Group. 
See Figure 6-9.

Figure 6-9   LDAP entity types panel
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12.On the Group properties panel, complete the Search bases field. This field specifies 
the search bases that are used to search this entity type. The search bases specified 
must be subtrees of the base entry in the repository. In our case we set it to 
cn=TPC-realm,cn=itso,o=ibm. You can set multiple search bases delimiting them 
with a semicolon (;). Then click OK as shown in Figure 6-10.

Figure 6-10   Set search bases for LDAP entity

13.On the LDAP entity types, click the Save link in Save to the master configuration 
message. See Figure 6-11.

Figure 6-11   Save to master configuration

14.Repeat the steps from 11 to 13 also for OrgContainer and PersonAccount types.
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15.Return to the Federated repositories page by clicking the link shown in Figure 6-12.

Figure 6-12   Return to Federated repositories

16.In the Federated repositories panel, click Supported Entity Types under Additional 
Properties as shown in Figure 6-13.

Figure 6-13   Federated repositories panel
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17.On the Supported entity types page, in the Entity type column, click the link for Group 
shown in Figure 6-14.

Figure 6-14   Supported entity types

18.Complete the Base entry for the default parent and Relative Distinguished Name 
properties fields with the following values:

a. In the Base entry for the default parent field, enter the same value that you entered in 
the Search bases field in step 12, in our case, cn=TPC-realm,cn=itso,o=ibm. 

b. In the Relative Distinguished Name properties field, enter the appropriate LDAP 
attribute name. In most cases, the values for this field will be cn for Group, o;ou;dc;cn 
for OrgContainer, and uid for PersonAccount.

Then click OK. See Figure 6-15.

Figure 6-15   Group panel

19.Click the Save link in Save to the master configuration message as shown in Figure 6-16.
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Figure 6-16   Save to master configuration

20.Repeat the steps from 17 to 19 also for OrgContainer and PersonAccount entity types.

21.Return to the Federated repositories page as in step 15 and click Apply. Then click the 
Save link in Save to the master configuration message.

22.Under Repositories in the realm, click Add base entry to Realm. See Figure 6-17.

Figure 6-17   Federated Repository panel
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23.On the Repository reference page, set the following fields:

a. In the Repository list, select the repository that you created in step 7, in our case, 
nc124039.

b. In the Distinguished name of a base entry that uniquely identifies this set of entries in 
the realm field, enter the distinguished name of a base entry that uniquely identifies the 
repository in the realm. In most instances, this value will be the same value that you 
entered in the Search bases field in step 12. In our case, the value is 
cn=TPC-realm,cn=itso,o=ibm. 

c. In the Distinguished name of a base entry in this repository field, enter the 
distinguished name of the base entry within the repository. In most instances, this 
value will be the same value that you entered in the Distinguished name of a base 
entry that uniquely identifies this set of entries in the realm field.

When done, click OK. See Figure 6-18.

Figure 6-18   Repository reference panel
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24.Click the Save link in Save to the master configuration, as shown in Figure 6-19.

Figure 6-19   Save changes to master configuration

25.On the Federated repositories page, there are now two repositories that are displayed 
under Repositories in the realm; the repository that you have added and a default 
repository that shows File in the Repository type column. 

On this page, you have to configure the following values:

– Leave the value in the Realm name field as is or change the name of the realm name.

– In the Primary administrative user name field, enter the name of a user in the 
repository that you added. This user will be granted administrative privileges in the TIP, 
the TPC Device Server, and the TPC for Replication server. In our case, the user is 
vaccaro.

– Click the Server identity that is stored in the repository.

– In the Server user ID or administrative user on a Version 6.0.x node field, enter the 
same ID that you entered in the Primary administrative user name field, and enter the 
password for the user ID in the Password field.

– Select the default file repository that shows File in the Repository type column and click 
Remove.

Warning: Due to the WebSphere Application Server APAR PK77578, the LDAP 
TPC Administrator user name value must not contain a space in it.
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When done, click OK. See Figure 6-20.

Figure 6-20   Federated Repository properties
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26.Click the Save link in Save to the master configuration message as shown in Figure 6-21.

Figure 6-21   Save to master configuration panel
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27.Return to the Secure administration, applications, and infrastructure page. In the Available 
realm definitions list, select Federated repositories and then click Set as current. Then 
click Apply. See Figure 6-22. 

Figure 6-22   Secure administration, applications, and infrastructure panel
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28.Click the Save link in Save to the master configuration message as in Figure 6-23.

Figure 6-23   Save to master configuration

29.The last step to perform is to log out from TIP and stop and restart the TIP, TPC, and TPC 
for Replication.

Now you can log on using a user ID and password combination defined in your LDAP 
repository.

6.1.3  Changing authentication method from LDAP to local OS

If you have configured TPC to use LDAP for authentication, you can change this setting to set 
TPC to use the local operating system for authentication. You have to use the TIP to make 
this change.

Note: If you use operating system authentication, the use of the Single Sign-On feature is 
limited. In this case, Single Sign-On for element managers is not supported even when 
they are installed on the same computer.

Warning: Be advised that if you change the authentication method, all the Role-to-Group 
Mappings defined in TPC will be lost.
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To change the user authentication method from LDAP to local operating system, complete 
the following steps:

1. Start a Web browser and point to the TIP URL. The address typically is:

http://hostname:port 

Here, hostname defines the server that is running TIP and port defines the port number for 
TIP. If the default port was accepted during the installation, the port number is 16310.

2. On the TIP logon page, log on using the appropriate user ID and password defined in your 
LDAP server. Your user ID must have administrator permissions. In our case, we used the 
vaccaro user. See Figure 6-24.

Figure 6-24   TIP Logon page
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3. In the Tivoli Integrated Portal navigation tree, click Security  Secure administration, 
applications, and infrastructure. See Figure 6-25.

Figure 6-25   TIP security option

 

 

 

356 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

4. On the Secure administration, applications, and infrastructure page shown in Figure 6-26, 
select Local operating system from the Available Realm Definitions list and click 
Configure.

Figure 6-26   Secure administration panel

5. On the Local operating system page shown in Figure 6-27, configure the following items:

a. In the Primary administrative user name field, enter the name of a user that is defined 
in your local operating system. This user will be granted administrative privileges in the 
TIP server, the TPC Device Server, and the TPC for Replication server. In our case, 
we are using the tpcadmin user.

b. Click the Server identity that is stored in the repository.

c. In the Server user ID or administrative user on a Version 6.0.x node field, enter the 
same ID that you entered in the Primary administrative user name field and enter the 
password for the user ID in the Password field.

d. Click OK. 

Note: Ensure that this user is already defined on your local operating system before 
proceeding.
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Figure 6-27   Local Operating system page

6. In the Messages box on the Secure administration, applications, and infrastructure page, 
shown in Figure 6-28, click the Save link in Save to the master configuration.

Figure 6-28   Save the configuration
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7. On the Secure administration, applications, and infrastructure page, select Local 
operating system in the Available realm definitions list and click Set as current. See 
Figure 6-29.

Figure 6-29   Set Local operating system as current

8. Click Apply and then click the Save link in Save to the master configuration shown in 
Figure 6-30.
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Figure 6-30   Save the master configuration

In order for the changes to take effect, you need to stop and restart TIP, TPC, and TPC for 
Replication.

6.2  Single Sign-On and Launch in Context 

In this section, we describe how the Single Sign-On (SSO) domain is implemented in TPC 
V4.1 and how it enables seamless Launch in Context (LIC) between the various components 
and interfaces.

6.2.1  SSO architecture

Single Sign-On (SSO) is the method of access control that enables a user to authenticate 
once and gain access to the resources of multiple, trusted applications. A group of 
applications or systems being able to provide seamless user context forwarding when 
switching from one application to the other, eliminating the need to have the user log on to 
every application in the domain separately, is called a Single Sign-On domain.

In order to have an SSO domain, there must be a centralized authentication repository such 
as LDAP or Active Directory that is accessed by all applications within an SSO environment. 
The user’s credentials are then passed between applications in an encrypted manner.

The SSO strategy implemented in TPC is based on the exchange of Lightweight Third-Party 
Authentication (LTPA) token between the various applications, based on the underlying 
WebSphere Application Server capabilities.
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The token is an encrypted string (typically passed to the applications in the Single Sign-On 
domain by a Cookie) which contains the following pieces of information:

� User data: Typically set to the user ID, but can be any user information used to uniquely 
identify the user. 

� Expiration time: Unlike the Cookie expiration, this field is used to enforce a time limit that 
starts from the moment of login and is unaffected by browser activity or inactivity. The time 
limit is a configurable LTPA setting that defaults to 30 minutes.

� Digital signature: Used to validate the token.

Because the LTPA token is encrypted to prevent illegal access or modification of the 
information in the token, the applications participating in the token exchange must use the 
same type of user data, and they need to have the required keys available to access and 
validate the token. As a result, all applications must have the same key set to be part of the 
key store they use, and any change to the keys has to be synchronized among them.

Because TIP, TPC Device Server, and TPC for Replication are all based on an underlying 
WebSphere Application Server, the process of LTPA token exchange is straightforward as 
shown in Figure 6-31.

Figure 6-31   LTPA Token exchange between WebSphere based applications

In order to allow other applications, which are not based on WebSphere, to participate in an 
LTPA token exchange, an authentication server and a corresponding client library are 
provided by IBM. The Tivoli Embedded Security Service (ESS) is composed of those 
components to simplify the handling of LTPA tokens, with the ESS server being deployed in 
the TPC/TIP eWAS instance and the ESS client as the part that is included in the applications 
to be launched.

In this case, the user interaction can be initiated in any one of the applications (WebSphere 
based or ESS based) involved in the integration, and then the user credentials are 
propagated to the other applications as shown in Figure 6-32. An example of an application 
using the ESS client to participate to an SSO domain is the DS8000 Element Manager.
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Figure 6-32   LTPA Token exchange between WebSphere and non-WebSphere based applications

6.2.2  SSO from TIP to TPC and TPC for Replication

An SSO domain is set up between TIP, TPC, and TPC for Replication by default when you 
install TPC V4.1, provided that you have selected to use LDAP as authentication method. 
Or, if you are using OS authentication, all three components are installed and running on the 
same machine and the user ID that is being used is defined in all the three servers as an 
authorized user.

After being logged into TIP with a user with the correct authorization level, the same user can 
launch the TPC GUI (by Java WebStart) or the TPC for Replication Web UI through the link 
shown in Figure 6-33 with no need to additionally sign on.
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Figure 6-33   TPC and TPC for Replication launching points in TIP

To ensure that any change in the authentication method (from LDAP to local OS or 
conversely) is propagated to all the components (TIP, TPC, and TPC for Replication), this 
procedure must be started from TIP as documented in the previous sections of this chapter. 
This will ensure that all parts of the SSO domain are kept in sync.

There are other SSO configuration changes other than the authentication method that are 
typically initiated using the TIP admin console and that are synchronized:

� Changes to the existing authentication configuration, for example, the addition of another 
LDAP server configuration to the Federated repositories.

� TIP eWAS’s “administrator” role mappings.

� LTPA configuration changes, for example LTPA Token expiration time change.

� TPC role to group mappings are propagated to TIP (reverse synchronization): If you add a 
group in TPC role to group mappings, it is added in TIP with Operator and iscadmins 
roles.

During the period between logging on to Tivoli Integrated Portal and when you start another 
application such as TPC from TIP, the following conditions might occur:

� The user password that was used to log on to TIP is changed in the user repository.

� The user ID that was used to access TIP is changed in the repository or removed from the 
user repository.

� The user repository is not accessible.

Under the first condition, the original user credentials that were used to access TIP are used 
to access other applications until the time-out period for the LTPA token that is used for 
Single Sign-On expires. 

When the LTPA token expires, you are prompted to re-enter your user ID and password when 
you attempt to start another application using Single Sign-On.
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Under the second and third conditions, the Single Sign-On feature does not work. You are 
always prompted to re-enter your user ID and password when you attempt to start another 
application.

6.2.3  SSO and LIC from TPC to TPC for Replication

Starting from TPC V4.1, Tivoli Storage Productivity Center and Tivoli Storage Productivity 
Center for Replication are tightly integrated. They share the same installation flow, and after 
being installed, they also share the same authentication method. If changes to the 
authentication method are made through TIP following the procedures shown in the previous 
sections, the changes will be propagated to both TPC server and TPC for Replication server. 

If the authentication method selected is LDAP, an SSO domain is defined by default between 
those two products, and every time the TPC for Replication Web UI is launched from the TPC 
GUI, there will be no need to provide the credentials to log on. The SSO domain will be 
defined also if the authentication method is set to OS, provided that TPC and TPC for 
Replication are installed on the same machine and the user ID that is being used is defined in 
both the servers as an authorized user.

Many additional entry points have been added in the TPC GUI to monitor and control the 
TPC for Replication status and activity. A Replication Manager node has been added as a 
top-level node in the TPC Navigation Tree. From this node, by opening the Replication 
Management branch, you access a panel from which you can launch directly specific TPC for 
Replication Web UI subsections as shown in Figure 6-34. The same panel can be reached 
from the Configuration Utility  Replication Manager tab

Figure 6-34   TPC for Replication launch points

In both cases, you are presented with the buttons described in the following sections.

Replication Health Overview
The Replication Health Overview button displays the Health Overview panel for IBM Tivoli 
Storage Productivity Center for Replication. 
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Replication Sessions Overview
The Replication Sessions Overview button lists all sessions defined within the IBM Tivoli 
Storage Productivity Center for Replication environment, including their state and status.

Replication Storage Systems Overview
The Replication Storage Systems Overview button displays the Storage Systems panel. 
The Storage Systems panel lists all the known storage systems, and indicates whether the 
storage systems are communicating normally with the active and remote servers, if enabled.

Replication Paths Overview
The Replication Paths Overview button displays the ESS/DS Paths panel. The ESS/DS 
Paths panel summarizes all the known ESS/DS series paths, listing them by storage system.

Replication Management Servers Overview
The Replication Management Servers Overview button displays the Management Servers 
panel. The Management Servers main panel displays the status of the management servers 
configuration, lists the management servers in operation (up to two), and enables you to 
define a standby server, or to define the local server as a standby server to an alternate 
server. 

Replication Administration
The Replication Administration button displays the Administration panel. The Administration 
panel displays a list of IBM Tivoli Storage Productivity Center for Replication users and 
groups and their access privileges, and allows administrators to take actions on users and 
groups.

Replication Advanced Tools
The Replication Advanced Tools button displays the Advanced Tools panel. The Advanced 
Tools panel enables you to create a diagnostic package and change the automatic refresh 
rate of the GUI.

When you click a button, a new browser window is opened to the TPC for Replication page.

When launching the TPC for Replication GUI, you might be required to download the 
certificate and add an exception to allow a connection to the server as shown in Figure 6-35. 
If so, click Add Exception. 

Figure 6-35   Certificate Exception
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There are certain additional launch points that provide a Launch in Context of the TPC for 
Replication Web UI from the TPC GUI. Under the Alerting Log node in the TPC GUI, a 
Replication section has been added to collect all the alerts coming from TPC for Replication. 
When you right-click an alert, depending on its type (visible in the Obj. Type column), another 
launch point is presented. In the example in Figure 6-36, we right-click an alert related to an 
object type RM Server. In this case, the menu shows an entry pointing to the server overview: 
Replication Management Servers Overview.

Figure 6-36   TPC for Replication alerts launch-in-context
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Warning: At the time of writing of this book, a known problem in the TPC and TPC for 
Replication exists. In certain cases, TPC for Replication launch points do not show up 
under the Replication Manager tab of the Configuration Utility node in the TPC GUI also if 
the TPC for Replication server is correctly configured and running. Moreover, the Launch 
in Context feature of the TPC for Replication GUI from the Replication Alerts is not 
available. The cause of this problem consists in a problem with the TPC for Replication 
WAR file (CSM-TIP.war) not installed or corrupted in TIP. 

Procedure to remove and then re-deploy the CSM-TIP.war file
To solve the problem, it is necessary to remove from TIP the CSM-TIP.war if it is already 
deployed and then deploy it again by following this procedure:

1. Set default directory to <TIP install dir>\bin.

2. Open wsadmin console. On a Windows system DOS prompt, issue the following 
command replacing tipadmin and tipadmin password with the appropriate values:

wsadmin.bat -username <tipadmin> -password <tipadmin password> 

3. At the WSAdmin prompt, write:

$AdminApp update isclite modulefile {-operation delete -contenturi 
CSM-TIP.war}

Then press Enter. At the WSAdmin prompt, type this:

$AdminConfig save 

Press Enter again.

4. Move into <TIP Install>\systemApps\isclite.ear\ folder and delete CSM-TIP.war or 
rename it to something such as CSM-TIP.war.bak.

5. From the installation image Disk1, copy 
<Install folder>\disk1\tpcr\TPCRM\CSM-TIP\CSM-TIP.war to 
<TIP Install>\systemApps\isclite.ear\ folder.

6. Now deploy the WAR file using the following commands from the WSAdmin prompt: 
(the following example is related to a Windows machine. If you are on UNIX, change 
the path to the WAR file location, accordingly keeping the double slashes //)

$AdminApp update isclite modulefile {-operation add -contents "C://Program 
Files//IBM//Tivoli//tip//systemApps//isclite.ear//CSM-TIP.war" -contenturi 
CSM-TIP.war -custom paavalidation=true -usedefaultbindings -contextroot 
/CSM-TIP -MapWebModToVH {{.* .* admin_host}}}

Then press Enter. At WSAdmin prompt, type this:

$AdminConfig save

Press Enter. Type:

exit

Press Enter.

7. Restart the TIP.

8. Restart TPC.
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The complete list of the launch points or landing points available from this view are presented 
in Table 6-2.

Table 6-2   TPC to TPC for Replication launch points

You can refer to 9.2, “TPC for Replication monitoring and alerting” on page 493 for additional 
information about TPC for replication alerts.

6.2.4  SSO and LIC from TPC to DS8000

Starting from DS8000 R4.2, it is possible to use an LDAP server to handle the users and 
groups definitions for a DS8000 systems. The big difference with the basic authentication is 
that the DS8000 user IDs (as used by the DSCLI or the DS GUI) are no longer locally 
managed and stored at the HMC. Instead they are managed and stored in a LDAP directory 
server.

However, the HMC cannot directly communicate with the LDAP server. As described in 
section 6.2.1, “SSO architecture” on page 360, the HMC of the DS8000 is one of the 
applications that embeds an Authentication Client (ESS client). When optimally configured, 
it can authenticate user IDs and passwords against a new service provided by TPC V4.1, 
called Authentication Server (or ESS Server). This Authentication Server in TPC, both 
receives authentication requests from an Authentication Client located at the HMC, and also 
acts as an LDAP client to communicate those request to the LDAP servers.

For example, when using the DSCLI, the connection from a user standpoint is still established 
as it was without LDAP. The user establishes the connection by specifying the HMC’s IP 
address and is prompted for a user ID and password. Now, because the DS8000 has been 
configured to use LDAP for authentication, the Authentication Client sends the user request 
to the Authentication Server. The Authentication Server validates the user’s credentials with 
LDAP, and if valid, a valid authentication token is returned to the ESS client, which executes 
the command against the DS8000.

In order to use the SSO, both TPC V4.1 and the DS8000 system must be configured to use 
the LDAP for authentication and must point to same LDAP server. The detailed procedure 
about how to configure the DS8000 for LDAP authentication can be found in the Redpapers 
publication, IBM System Storage DS8000: LDAP Authentication, REDP-4505. 

Having the SSO enabled between TPC and the DS8000 system allows you to launch the 
DS8000 element manager wherever you have the option in the TPC GUI without having to 
provide the user credentials again.

If you are not in the situation just described, where you can use the Single Sign-On, you can 
still configure TPC to launch the DS8000 element manager without asking for credentials. 
The Element Manager tab shown in Figure 6-37 lists all element managers known to TPC, 
regardless of the presence of valid user credentials. The UID/PWD column specifies if the 
credentials to log on to the DS8000 element manager have been provided or not. 

TPC GUI Launch Point Parameter (Obj. Type) TPC-R Landing Point

Alert Log Entry TPC-R Session TPC-R Session Details

Alert Log Entry TPC-R Server TPC-R Management Servers

Alert Log Entry Storage Subsystem TPC-R Storage Subsystem Details

Alert Log Entry Path Pair (SS:LSS) TPC-R Path Manager
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Figure 6-37   Element Manager Tab

You can add the credential to log on to the element manager by selecting the menu Select 
Action  Modify Element Manager and inserting the user name and the password in the 
panel shown in Figure 6-38. These credentials will be stored in the TPC GUI and used to log 
on every time a request of launching the DS8000 Element Manager is issued.

Figure 6-38   Element Manager properties
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In TPC V4.1, the support for the Launch in Context (LIC) with DS8000 systems is minimal. 
Wherever the link to DS8000 Element manager is shown in TPC, it launches to DS8000 
Element Manager home page only, not pointing to any specific and context related page.

6.2.5  Changing the LTPA token expiration time

Every time an LTPA token is generated, an expiration time is associated to it. When this 
expiration time is reached the LTPA token is not valid anymore and a new token must be 
generated providing the credentials again. 

Note: The element manager credentials provided in this panel are associated to the user 
currently logged on to TPC. If you log on to TPC with another user name, the element 
manager credentials are not available and must be inserted again.

Important: One thing to ensure when setting up a Single Sign-On domain is the 
synchronization of all computers participating in the domain. This is because tokens have 
time-specific expiration, so the synchronization of the system clocks is crucial to the proper 
operation of token-based validation.

If the clocks are off by too much (approximately 10-15 minutes), you can encounter 
unrecoverable validation failures that can be avoided by having them in sync. You must 
ensure that the clock time, date, and time zones are all the same between systems. It is 
acceptable for nodes to be across time zones, provided that the times are correct within 
the time zones (for example, 5 PM CST = 6 PM EST, and so on).
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You can also change the expiration time of the LTPA token if the default value (24 hours) 
does not fit your requirements. To change it, complete the following steps: 

1. Start a Web browser and point to the TIP URL. The address typically is:

http://hostname:port 

Here, host name defines the server that is running TIP and port defines the port number 
for TIP. If the default port was accepted during the installation, the port number is 16310.

2. On the TIP logon page, log on using the appropriate user ID and password defined on 
your operating system. Your user ID must have administrator permissions. In our case, we 
used the tpcadmin user. See Figure 6-39.

Figure 6-39   TIP logon page
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3. In the Tivoli Integrated Portal navigation tree, click Security  Secure administration, 
applications, and infrastructure. See Figure 6-25.

Figure 6-40   TIP security option

 

 

 

372 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

4. Under Authentication, click Authentication mechanisms and expiration. See 
Figure 6-41. 

Figure 6-41   Secure administration, application and infrastructure panel
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5. On the Configuration tab under Authentication expiration, type the expiration time in 
minutes in the field, Timeout value for forwarded credentials between servers. The 
expiration time must be greater than the authentication cache timeout value that is shown 
above the field, Timeout value for forwarded credentials between servers. The default 
expiration time is 1440 minutes (24 hours). We set it to 2160 (36 hours). Click Apply 
(see Figure 6-42).

Figure 6-42   Authentication mechanism and expiration panel
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6. In the Messages box, click Save directly to the master configuration. See Figure 6-43.

Figure 6-43   Save to master configuration message

A new value for the LTPA expiration time is now set. This procedure will generate an alert in 
the TPC GUI, as shown in Figure 6-44. The text of the message alerts you about the need to 
restart the Data Server and the Device Server in order for the changes to become active.

Figure 6-44   Alert for changing the LTPA token expiration time
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Chapter 7. Optimizing storage 
configurations through Tivoli 
Storage Productivity Center

In this chapter, we describe how to use the Storage Optimizer through Tivoli Storage 
Productivity Center to analyze storage subsystems. We do this to identify performance 
bottlenecks and create a recommendations report describing improvements that you can 
make to subsystem performance, as well as providing recommendations for migration and 
consolidation. 

7
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7.1  Storage Optimizer overview

Analyzing large amounts of performance data and interpreting the results is a time consuming 
exercise and requires a certain set of skills. The Storage Optimizer changes all of this by 
automating the task of interpreting the vast amounts of configuration and performance data, 
which allows even the most junior storage administrator the ability to identify areas for 
improvement within their storage networks.

The Storage Optimizer uses data in the IBM Tivoli Storage Productivity Center database to 
analyze your storage subsystems to identify performance bottlenecks, and recommend 
changes to improve performance. This topic lists the supported subsystems and describes 
the general steps for using Storage Optimizer, as well as taking a look into how the Storage 
Optimizer functions.

The Storage Optimizer uses a unique “Heat Map” style of display that makes narrowing in on 
“Hot Spots” (bottlenecks) much easier than having to analyze huge amounts of raw 
performance data to identify problem areas.

7.1.1  Main aspects

The Storage Optimizer also helps you develop storage migration or storage consolidation 
plans, and helps you plan for the growth of your storage infrastructure, based on the various 
performance behaviors.

There are two main aspects to the Storage Optimizer that are discussed in more detail later 
in this chapter. The first portion of work is called the Analysis, and the second portion is the 
actual Optimization itself. At a high level, the Analysis is responsible for collecting, 
aggregating, and predicting the utilizations of the storage subsystem infrastructure. The 
Optimization is responsible for utilizing the results of the Analysis to help put together a plan 
for potential migrations and consolidations, to improve overall utilization of the infrastructure.

7.1.2  Users of Storage Optimizer

The main users of the Storage Optimizer include the following roles:

� Junior storage administrators that do not have much experience with interpreting existing 
performance reports

� Senior storage administrators looking to validate a hunch or learn what other reports 
indicate to be the case

� All storage administrators looking for a plan to consolidate or retire storage hardware:

This is useful when looking at retiring obsolete subsystems or alternatively when looking 
at consolidating onto a subset of subsystems to improve their density, thus leaving a few 
of them shut down (saving money on maintenance, depreciation, and energy costs) until 
such a time that their data growth actually catches up to their hardware capacities.

Note: The Storage Optimizer does not actually perform any migrations or make any 
modifications to subsystem configurations.

It is the Storage Optimizer’s primary purpose to provide you with a performance analysis 
and optimization recommendations report, which you can choose to implement at your 
own discretion.
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� Anyone with a Standard Edition licence:

To use the Storage Optimizer, you must have a Tivoli Storage Productivity Center 
Standard Edition License.

The two primary use-cases are:

� Migration Scenario: Provides recommendations to neutralize the “hot spots”.

� Retirement Scenario: Provides recommendations to retire selected pools (move all 
volumes away from the selected pools)

7.1.3  Supported subsystems and applications

The following IBM storage subsystems or applications are supported; see Table 7-1. 

� DS8000
� DS6000™
� DS4000®
� SAN Volume Controller
� ESS

Table 7-1   Support Matrix

No special firmware or CIMOM level requirements introduced by this feature. The supported 
TPC levels will be sufficient.

Supported 
Matrix

FC Drives SATA Drives SAS Drives Solid® State 
Drives

DS3000 No No No No

DS4000 Yes No No No

DS5000 No No No No

DS6000 Yes No No No

DS8000 Yes No No No

ESS Yes No No No

SVC Yes No No No

XIV® No No No No

Note: Non-IBM subsystems are not supported by the Storage Optimizer.

You can analyze the front-end of an SVC that has non-IBM back-end storage, however, no 
recommendations will be made for these non-IBM back-end subsystems because there 
are no Disk Magic™a models for those devices. The Analysis can be useful when looking 
at the “Hot Spots” and determining where the bottlenecks lie on the SVC.

a. Refer to “A word on Disk Magic” on page 382
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7.2  How the Storage Optimizer works

We mentioned that the first aspect to the Storage Optimizer is the Analysis.

The Analysis is responsible for using the 1Disk Magic tool to produce predicted utilizations 
based on actual measured performance metrics collected for that device by TPC. These 
predicated utilizations are provided on a per storage pool basis.

The Storage Optimizer produces the following output:

� An analysis report that displays performance Heat Maps and tables that graphically 
illustrate the performance utilization of the storage subsystems that you specified as input.

� An optimization report that provides migration and consolidation recommendations for 
improving performance.

Refer to 7.3, “Using the Storage Optimizer” on page 381 for more details on how the Storage 
Optimizer works through the various phases.

What to do before using the Storage Optimizer
Before running Storage Optimizer, you must set up performance monitors and collect 
performance monitoring data for all the storage subsystems that you want Storage Optimizer 
to analyze.

You must also collect performance monitoring data for a SAN Volume Controller’s back-end 
subsystems in order to produce the most accurate Storage Optimizer analysis.

We strongly recommend that you create a performance baseline prior to using the Optimizer, 
to understand where the peaks reside within your environment and to validate any 
recommendations. 

Notice that when the Optimizer runs the Analysis, it looks at the period specified and during 
this time takes an average workload over this period. So in the case where you might have a 
storage pool running at 40% utilization and once a week it spikes to 90%, the Optimizer will 
average this out over the period chosen and not take the peaks or spikes into consideration.

Refer to SAN Storage Performance Management using TotalStorage Productivity Manager, 
SG24-7364, when setting up the performance monitoring and creating your baselines, as well 
as for guidance when validating the recommendations provided by the Optimizer following the 
previously used methods.

1  Refer to “A word on Disk Magic” on page 382

Note: If you are analyzing large numbers of subsystems, we recommend that you 
schedule a time to run the Storage Optimizer when processor demand is at a minimum.

Note: You must have daily summation level performance monitor data.

Note: Keep in mind that the Analysis will be less accurate if there are any gaps in the data 
collection for the time interval being analyzed. We recommend that you collect at least one 
week of performance data before using the Storage Optimizer.

Providing a longer time interval for data collection will increase the accuracy of the Storage 
Optimizer analysis and recommendations.
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General steps for using the Storage Optimizer
Here is an overview of the tasks to be done:

1. Create the analysis report. See 7.3.1, “Creating an analysis report” on page 381.

2. Review the Storage Optimizer analysis report. See 7.3.2, “Viewing an analysis report” on 
page 389.

3. Create the optimization report based on this analysis. See 7.3.3, “Creating an optimization 
report” on page 392

4. Review the optimization report. See 7.3.4, “Viewing an optimization report” on page 397.

5. At your discretion, implement the recommendations suggested in the optimization report, 
or re-run the Analysis using various inputs.

7.3  Using the Storage Optimizer

In this topic, we describe how to use the Storage Optimizer. Furthermore, we briefly discuss 
the inner workings of the Storage Optimizer.

7.3.1  Creating an analysis report

As we mentioned, the first aspect of the Storage Optimizer is the Analysis.

How the Storage Optimizer Analysis works
Before getting into the actual creation of the analysis report, let us consider how the Storage 
Optimizer analysis works when creating the report.

The Analysis is responsible for using the 2Disk Magic tool to produce predicted utilizations 
based on actual measured performance metrics collected for that device by TPC. These 
predicated utilizations are provided on a per storage pool basis.

What do we mean by “utilizations”?

The Analysis reports on four unique aspects of the internals of a storage subsystem and how 
these are specific to a particular pool. It then produces a percentage number that represents 
how much of that component’s total capacity is being used by the measured workload and 
configuration.

These are the four utilizations predicated by the Analysis:

� HDD (Hard Disk)

The estimated overall “saturation” of the physical disks in a given subsystem. This number 
is very much impacted by the RPM speed, capacity, and workload being measured.

� HA (Host Adapter)

Also known as a Fibre Adapter (FA) or Fibre Card. This is the estimated “saturation” of the 
ports on the subsystem. This number is very much impacted by the number of ports, 
maximum hardware bandwidth, and workload being measured.

2  Refer to “A word on Disk Magic” on page 382

Attention: Obviously, this does not apply to situations where the subsystem is a 
virtualizer with no internal disk (such as the SVC). 

 

 

 

Chapter 7. Optimizing storage configurations through Tivoli Storage Productivity Center 381



 

� DA (Device Adapter)

Also known as a RAID controller. This is the estimated “saturation” of the RAID controllers 
of the subsystem. This number is very much impacted by the model of the subsystem and 
workload being measured.

� SMP (Controller)

This is the estimated “saturation” of the CPU complex of the subsystem. This number is 
very much impacted by the model of the subsystem and workload being measured.

Additionally, there are two utilization numbers provided by the Storage Optimizer that are 
somewhat unique in their computation:

� Utilization

This overall “utilization” number is simply computed as MAX(HDD, HA, DA, SMP), 
Meaning that it just represents the biggest of the four other components, it does not 
represent a separate component.

� Space

This utilization number is unique in that it is not predicted, it is measured. This is provided 
as a convenience to give an indication of how full a particular pool has become, in terms of 
allocated capacity versus total capacity.

A word on Disk Magic
Disk Magic is an IBM licensed component from a company called IntelliMagic™. 

Disk Magic shows:

� Current and expected response times
� Component utilization levels
� Throughput limits for specific I/O loads

The Storage Optimizer uses the IBM specific Disk Magic models for prediction and 
computation of the utilization percentages.

� The Storage Optimizer pulls raw metrics from Performance Manager, aggregates them, 
and then plugs them into the Disk Magic models.

Important Performance Metrics
The Storage Optimizer looks at eleven raw metrics to feed into the Disk Magic models:

� Read I/O Rate (normal)
� Read I/O Rate (sequential)
� Read I/O Rate (overall)
� Write I/O Rate (normal)
� Write I/O Rate (sequential)
� Write I/O Rate (overall)
� Read Cache Hits Percentage (overall)
� Write Cache Hits Percentage (overall)
� Cache to Disk Transfer Rate
� Read Transfer Size
� Write Transfer Size

This is made available to the Storage Optimizer through the performance metrics that are 
gathered per volume. As seen in Figure 7-1, we are able to view the performance reports with 
these metrics to see part of the information being presented to Disk Magic. To do this, you 
can run a report by logging onto the TPC GUI and navigating to Disk Manager  
Reporting  Storage Subsystem Performance  By Volume.
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Figure 7-1   Performance Metrics

How to create the Analysis Report
We now illustrate how to go about creating the analysis report. Subsequently, we discuss the 
inner workings when creating the report, to give you a better understanding of how the 
Storage Optimizer functions.

This step in the process requires that you have a good understanding of the storage 
environment that you want to analyze.

To create the analysis, complete the following steps:

1. Navigate to one of the following menus:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

In our example we navigate to option b as seen in Figure 7-2. 

Figure 7-2   Storage Optimizer
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2. Right-click Storage Optimizer and select Create Analysis to invoke the Create Analysis 
panel as seen in Figure 7-3. 

Figure 7-3   Create Analysis

3. In Figure 7-4,we illustrate a few of the fields, options, and panes that you will be working 
with when creating the analysis report. Familiarize yourself with the various functions.

Figure 7-4   Create Analysis Panel
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4. The Select Storage pane lists the storage subsystems that you want to include in the 
analysis. Use the Add button to add elements to the plan:

a. Click Add as seen in Figure 7-5. The Optimizer Selection panel opens (Figure 7-6). 
This provides a topology view of the current system configuration. Select the storage 
subsystems that you want to include in the analysis.

Figure 7-5   Add Subsystems

b. Double-click the Storage box title to expand the storage view into the L0 level view of 
available subsystems(Figure 7-6).

c. Click an element to select it. To select more than one element at once, press and hold 
the CTRL key and click each element icon (Figure 7-6).

d. Click >> to move the selected elements into the Select Elements pane (see 
Figure 7-6). To remove elements, click <<.

Tip: The Topology Viewer pane displays the configuration from which selections are 
made. The Select Elements pane displays the selections that will be used in the 
analysis.
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Figure 7-6   Select Elements

e. When you are satisfied with all your selections, click OK.You return to the Storage 
Optimizer Create Analysis panel with the selections displayed in the Select Storage 
pane (Figure 7-7).

Figure 7-7   Selected Storage

Note: The Select Elements pane lists the subsystems to be included in the 
analysis. 
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5. Optional: You can select an element to remove it by selecting the element and clicking 
Remove.

6. In the Performance Time Interval section (Figure 7-8), select the Start Date and End 
Date to define the time interval that the Storage Optimizer uses to extract performance 
monitoring data from the IBM Tivoli Storage Productivity Center database. The 
performance monitoring data must exist in the database for the time interval that you 
specify. The default time interval is the start and end date of the current date.

Figure 7-8   Performance Time Interval

7. You have the option of either selecting Run Now to begin the analysis as soon as you 
save the analysis job using File  Save, or selecting Run Once at to begin the analysis 
at a time you specify, as seen in Figure 7-9.

Figure 7-9   How often to run

The Optimizer looks at the first and last day, as well as the days in between. So as long 
as there is at least one daily summation value between the dates you selected, it will 
work. For example, if you select between 5/1/09 - 5/26/09, and you only have data from 
5/5/09 - 5/7/09, it will work.

Providing a longer time interval for data collection will increase the accuracy of the 
Storage Optimizer analysis and recommendations, provided that there is performance 
data collected for the time specified.
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8. For How to handle time zones, specify which time zone to use, as seen in Figure 7-10. 

Figure 7-10   How to handle time zones

9. Click File  Save to save and submit the analysis report job as shown in Figure 7-11.

Figure 7-11   Save Job

If you see the error shown in Figure 7-12 when saving the job, this means that there is 
currently no performance data available for the time interval you have selected. 

Make sure that you have collected the required performance data for the subsystems 
selected over the time interval chosen.

Figure 7-12   Error no performance data
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10.When started, you can view the analysis job status under the Storage Optimizer node in 
the Navigation Tree as shown in Figure 7-13. Ensure that the job status is green when 
complete, because this indicates a successful run.

Figure 7-13   Job Status

11.When the analysis report job is complete, select it to view the analysis report.

7.3.2  Viewing an analysis report

The analysis report displays a performance analysis for storage systems, and lets you 
generate an optimization report that lists storage migration and consolidation 
recommendations. You can experiment with various migration and consolidation scenarios to 
help you achieve the desired performance improvements for your storage infrastructure.

To view the analysis report:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Expand the Storage Optimizer node and select a completed (green) analysis job to 
display the analysis report (Figure 7-13).

3. The analysis report (Figure 7-14) starts by detailing the performance time interval that 
was analyzed. See callout A in Figure 7-14.

4. By default, the Heat Maps display the overall performance utilization of all components. 
See callout B in Figure 7-14.

This is shown under the Performance Heat Maps. There are two views to choose from, 
Performance Heat Maps and Performance Tables. See callout E in Figure 7-14. Both 
show the same information in another manner, as we discuss later in this chapter.
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5. To display the performance utilization for a specific component, select the component 
from the Heat Map based on list. See callout C in Figure 7-14.

6. You can change the Performance Threshold slider (see callout D in Figure 7-14) to change 
the performance threshold for all the selected subsystems (from Figure 7-7 on page 386). 
The Heat Maps are automatically updated to reflect changes in the performance 
threshold.

This allows you to see the performance threshold at which various subsystems or 
components become bottlenecked.

Figure 7-14   Viewing Analysis Report

Let us now discuss the Performance Heat Maps and Performance Tables views mentioned in 
step 3 in a bit more detail. Notice that the same information is displayed on both of these tabs, 
just in another manner.

Performance Heat Maps 
There is one Heat Map for each storage subsystem included in the analysis. The Heat Map 
(Figure 7-15) uses various colors to represent the actual performance of a storage 
subsystem, as measured against the default performance threshold of 80%. If you change the 
performance threshold, the Heat Maps are automatically updated to display the changes.
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Each cell represents a storage pool. If there are not enough storage pools to fill an entire row, 
the remaining cells in that row will be gray. Select a cell to display more information about that 
storage pool (see Figure 7-15). 

Green, blue, yellow, orange, red, and white cells indicate storage pool performance:

� Green: Storage pools performing at less than or equal to 25% of performance threshold.

� Blue: Storage pools performing at less than or equal to 50% of performance threshold.

� Yellow: Storage pools performing at less than or equal to 75% of performance threshold.

� Orange: Storage pools performing at less than or equal to 100% of performance 
threshold.

� Red: Storage pools exceeding performance threshold.

� White: Storage pools showing no performance utilizations.

For more information about the white cells displayed, refer to the FAQ section 1 on page 404.

Figure 7-15   Storage pool cell display

Performance tables 
The Performance tables (Figure 7-16) represent the same information that is displayed in 
each Heat Map, but in more detail. There is one table for each storage subsystem. Each row 
represents a storage pool. You can sort the table by clicking a column. 

Note: Hovering over a storage pool (cell) will display specific information regarding that 
storage pool as seen in Figure 7-15.
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Figure 7-16   Performance Tables

Column descriptions are as follows:

� Pool Name: The name of the storage pool

� Utilization: The aggregated performance utilization of all components, as measured 
against the performance threshold

� Host Adaptor: The performance utilization of the host adapter ports on the storage 
subsystem

� Hard Disk: The performance utilization of the disk arrays

� Controller: The processor and memory performance utilization

� Device Adapter: The performance utilization of the device adapter that connects the 
controller to the disk arrays

� Space: The physical disk space utilization

7.3.3  Creating an optimization report

This is the generally the second step after running the analysis report and viewing it.

How the Storage Optimizer optimization works
After the Analysis is completed, the Optimization capabilities can be used to migrate or 
consolidate the storage infrastructure:

� Migration is the ability to alleviate hot spots by relocating “hot” volumes in the “hot” pools 
to “colder” pools and subsystems.

� Consolidation is the ability to identify possibilities for reclaiming space.

Note: At this stage of the process, we have created the analysis based on our selections 
(such as subsystems included, time interval, and so on) and viewed the output analysis 
report. We have a good understanding of how the separate customizable options 
(performance slider) effect the thresholds shown in the separate tabs (performance Heat 
Maps and performance tables).
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Migration overview
When selecting particular pool(s) as the source of the migration, you are effectively telling the 
Optimizer to consider migrating any volumes in the pool that cause the pool to exceed the set 
threshold level (those that cause the pool to be shown as red in the Heat Map).

The pools and subsystems listed as the target of the migration are the potential destinations 
for the volumes being considered.

Before the Optimizer can suggest moving a volume, several criteria must be met. The target 
pool:

� Must have the same format as the source pool (CKD versus FB format)

� Must have the same RAID level as the source pool (Not the case for an SVC)

� Must have adequate capacity for the potential new volume

� Must not exceed the utilization threshold when the Optimizer simulates the source 
volumes workload characteristics being added to the target pool

Consolidation overview
Retiring individual pools or entire subsystems can be a useful endeavor to essentially “defrag” 
your storage environment. This will help to increase the density of your storage utilization to 
help you get the most out of your hardware investment.

Instructing the Storage Optimizer to make retirement recommendations for the source entities 
is the same as telling the Optimizer to continue producing recommendations when the source 
pools are below the established threshold, but rather to continue until the source pools no 
longer contain any volumes. 

Otherwise, all the same rules and restrictions from the Migration scenario still apply. The 
target pools provided must adhere to the same restrictions, and most importantly, the 
threshold setting still applies even in the Consolidation scenario. Space is often the most 
restricting requirement when trying to consolidate a given set of pools.

How to create the optimization report
You can create an optimization report that lists storage migration and consolidation 
recommendations. You can experiment with various migration and consolidation scenarios to 
help you achieve the desired performance improvements for your storage infrastructure.

To create the optimization report:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Expand the Storage Optimizer node and select a completed (green) analysis job to 
display the analysis report (see Figure 7-13 on page 389).

Keep in mind: The Storage Optimizer does not actually perform any migrations or make 
any modifications to subsystem configurations.
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3. To include a storage pool or storage subsystem as a Source Entity that you want to 
migrate or consolidate to improve performance, follow these steps:

a. In the Heat Map or table, select a storage pool or storage subsystem, so that you can 
include them as source entities: 

• Choose Select all pools for storage subsystem to select all storage pools in a 
storage subsystem (Figure 7-17).

• Choose a specific pool or a number of pools by holding down CTRL while 
selecting (Figure 7-18).

Figure 7-17   Select all pools for storage subsystem

Figure 7-18   Select specific pools

b. To add the selected pools or subsystems to the Source Entities pane, click >> as 
shown in Figure 7-19.

Figure 7-19   Select Source Entities

Note: When you are adding subsystems or storage pools as the source for a 
non-consolidation or retirement scenario, there is no point in selecting the entire 
subsystem, as shown below in Figure 7-17 as the source; the only pools that will be 
considered for migration are those cells shown as red.

Note: The same storage pool cannot be added as both a source and a target entity.
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c. For the Source Entities selected in the previous step, you have the option to select 
Make retirement recommendations for the selected entity, but keep in mind that 
the optimizer report will make retirement recommendations for all source entities.

d. To remove an item from the list of source entities, select it and click << to the left of the 
Source Entities pane.

4. To include a storage pool or storage subsystem as a Target Entity (potential destinations 
for the volumes being considered) that you want to keep after storage migration and 
consolidation:

a. In the Heat Map or table, select a storage pool or storage subsystem:

• Choose Select all pools for storage subsystem to select all storage pools in a 
storage subsystem (Figure 7-17).

• Choose a specific pool or a number of pools by holding down Ctrl while selecting 
them (Figure 7-18) so that you can include them as target entities.

b. To add the selected pools or subsystems to the Target Entities pane, click >>.

Figure 7-20   Select Target Entities

c. To remove an item from the list of source entities, select it and click << to the left of the 
Target Entities pane.

When the Storage Optimizer considers potential pools as targets of a migration, it takes 
into consideration whether the source and target pools have the same RAID level and 
format (CKD or FB). It considers the predicted utilization of the target pool after receiving 
the new volume's workload and whether or not the potential target has enough available 
capacity.

5. Choose when to run the optimization report (see Figure 7-9 on page 387) using one of the 
following options:

a. Run now: Creates the optimization report as soon as you save your report settings by 
clicking File  Save. After the report job begins, you can view the report and job status 
under the View Previously Run Optimization Reports pane located at the bottom of the 
Create Optimization report pane as shown in Figure 7-21.

Note: If you select Make retirement recommendations for the selected entity, all 
the workload will be moved off the of the source regardless of the utilizations.
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Figure 7-21   View Previously Run Optimization Reports

b. Run Once at: Begins the report job at a specified date and time. When you save the 
report job by clicking File  Save, the report job is displayed under the View 
Previously Run Optimization Reports pane, but the job status will not be displayed until 
the job has started running.

6. Drag the Performance Threshold slider (Figure 7-22) to change the performance threshold 
for the selected subsystems and pools. Notice the legend changing automatically, 
reflecting the changes as shown in Figure 7-23. 

The Heat Maps are automatically updated to reflect changes in the performance 
threshold. This allows you to see the performance threshold at which various subsystems 
and pools become bottlenecked. 

Keep in mind that if you select the Make retirement recommendations for the selected 
entity option, the threshold that you choose using the Performance Threshold slider 
determines if the move to the target subsystem will keep the target subsystem below the 
chosen threshold.

Note the following considerations when setting the performance threshold:

Setting the threshold too aggressively (setting it too low)

– Setting the threshold too low means that:

• More has to be migrated away from the source.
• More options have to be available as targets.
• It is tougher to place new volumes in target pools.

Setting the threshold too generously (setting it too high)

– Setting the threshold too high means that:

• Possibly nothing violates the threshold. 
• There might be nothing to migrate.

Figure 7-22   Performance Threshold slider

Figure 7-23   Legend

Note: It is important to realize that migrations will never be made on space utilization 
alone. The Storage Optimizer is not a space planner.
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7. Click File  Save to save and submit the optimization report job as shown in Figure 7-24.

Figure 7-24   Save Analysis

8. To update the job status for all optimization reports, click Refresh Job Status 
(Figure 7-25).

Figure 7-25   Refresh

9. To view a completed optimization report, click the magnifying glass icon as shown in 
Figure 7-26. You hove the option to double-click the row to see the job log.

Figure 7-26   Magnifying glass icon

Achieving your expectations
To see how the optimization recommendations change if you use other performance 
thresholds, select another performance threshold and run another optimization report. You 
can continue creating optimization reports using various performance thresholds until you 
achieve the expected performance improvements.

Notice that the job logs contain information about whether or not (and why) a particular set of 
volumes cannot be migrated or consolidated.

7.3.4  Viewing an optimization report

The optimization report displays a storage migration and consolidation report that lists 
recommendations for improving storage subsystem performance.

As mentioned before, the Storage Optimizer does not actually perform any migrations or 
make any modifications to subsystem configurations. Its primary purpose is to provide you 
with recommendations that you can choose to implement at your discretion.
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To view the optimization report:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Select a completed analysis job.

3. Optional: If you want to view all optimization reports run for the specific analysis job 
selected, you can click Refresh Job Status under the View Previously Run Optimization 
Reports pane.

4. Click the button as shown in Figure 7-27 to open the optimization report.

Figure 7-27   Magnification button to expand report selection

We choose the report created in the previous steps (Figure 7-28).

Figure 7-28   Optimization Report

Important: Storage Optimizer does not take into account any established replication 
relationships or sessions. Migration recommendations must be followed with care to 
ensure continuity of all replication relationships.
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5. The Storage Optimizer will show a “before and after” Heat Map (Figure 7-29). The 
“after” Heat Map shows the predicted utilizations after the recommendations have been 
implemented. 

Figure 7-29   Heat Maps before and after

The user interface will even allow you to select a subset of the recommendations to see 
the effect of just that subset on the Heat Map. To select a subset, remove the check mark 
next to Select all recommendations and select the subset or subsets that you want to 
view. Notice the difference between Figure 7-29 and Figure 7-30.
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Figure 7-30   Specific subsets
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6. To display the performance utilization for a specific component, select the component next 
to Heat map based on in Figure 7-31. Observe the changes displayed on the Heat Maps.

Figure 7-31   Specific components

7. Printing the report will provide additional guidance related to datapath and zoning 
requirements, with a detailed explanation of each recommendation.

The printed report will include sample migration scripts (pseudo-scripts) for the SAN 
Volume Controller, provided that the migration recommendations are for an SVC.

To print the report, click the Print button (Figure 7-32) in the optimization report.

Figure 7-32   Print Report
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The Optimization recommendations include the following information:

Recommendation number The sequential number associated with the 
recommendation.

Source subsystem The name of the source subsystem.

Target subsystem The name of the target subsystem.

Source volume The name of the source volume.

Target volume The name of the target volume.

Source pool The name of the source pool.

Target pool The name of the target pool.

Reason The reason why the storage pool utilization has exceeded 
the performance threshold.

Port information The recommendation on which ports need to be configured 
on the target subsystem for the target volume. This 
information is shown only in the printed report.

Zone information The recommended zoning changes necessary so that the 
target volume is visible to the host. This information is shown 
only in the printed report.

SVC pseudoscript The sample migration script that serves as a guide to the 
commands that you must enter using the SAN Volume 
Controller command-line interface. This information is 
shown only in the printed report.

Verifying the expected performance recommendations
After you have implement the recommendations, if you want to verify that you have achieved 
the expected performance improvements, you must first collect more performance monitoring 
data before running the Storage Optimizer again.

7.3.5  Deleting analysis jobs

You can delete analysis job definitions or individual analysis jobs if you no longer need them.

To delete an analysis job definition or job run:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Expand the Storage Optimizer node.

3. Right-click an analysis job definition or an analysis job.

4. Click Delete.

Note: You can print either to a printer or to a PDF file, provided that you have a PDF 
printer driver installed.

Note: Keep in mind that deleting an analysis job definition also deletes all analysis jobs 
and optimization reports that are associated with that job definition. If you delete an 
analysis job, all optimization reports associated with that job are also deleted.
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7.3.6  Deleting an optimization report

You can delete optimization reports if you no longer need them.

To delete an optimization report job:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Expand the Storage Optimizer node.

3. Select a completed analysis job to display the list of optimization reports that are 
associated with that analysis job.

4. Under View Previously Run Optimization Reports, right-click a completed report, and 
choose Delete.

7.3.7  Retrieving an optimization report job definition

You can retrieve the report job definition that was used to generate an optimization report.

To retrieve the optimization report job definition associated with an optimization report:

1. Navigate to one of the following nodes:

a. Tivoli Storage Productivity Center  Analytics

b. Tivoli Storage Productivity Center  Disk Manager

2. Expand the Storage Optimizer node.

3. Select a completed analysis job to display the list of optimization reports that are 
associated with that analysis job under View Previously Run Optimization Reports.

4. Right-click an optimization report and choose Retrieve.
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The Generate Optimization Report pane displays the inputs that were used to create the 
selected optimization report as shown in Figure 7-33.

Figure 7-33   Retrieve Optimization report job definition

7.3.8  FAQs

This section touches on various questions that you might have:

1. Why is my Analysis Heat Map all white?

– An all-white Heat Map means that PM is returning zeroes for the raw metrics.

– Our advice is to run a PM report for the metrics listed earlier (daily summation):

• By volume
• By array
• By subsystem

– Determine if there are valid PM reports run for the time interval chosen.

2. How do I validate the hot spots?

You can look at the TPC performance reports and see the individual utilization numbers 
(you ought to see high numbers for the storage pools that are “hot.”
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3. I did not get any recommendations!

– There are several common reasons for this, namely:

• Threshold too low (too aggressive)
• Threshold too high (nothing considered “hot”)
• Not enough space in target pools (physically unable to migrate anything)
• Sources and targets are not compatible with each other:

- RAID level
- FB versus CKD format

4. Analyzing SVC:  I see “extra” results!

When you analyze an SVC, you might see extra subsystems in the analysis report.

– These “extra” subsystems are the back-end storage to the SVC.

– If no performance data has been collected on these back-end subsystems, or if they 
are non-IBM devices, they will have “N/A” utilization percentages.

5. The recommendation shows empty “Target Volumes”:

– When the Target Volume column is empty, it means that you will need to create a new 
volume in the Target Pool.

– When the Target Volume column is not empty, it means that one of the listed volumes 
is unassigned and has the same characteristics as the Source Volume, 

6. Diagnostics: Logging:

– Job Logs:

<TPCHome>\device\log\msg.control.###.AnalyzerJobList.log
<TPCHome>\device\log\msg.control.###.OptimizerJobList.log

(This log will give you clues as to why no recommendations were made.)

– Device server trace logs - new tracers!

<TPCHome>\device\conf\DataStore.properties (default settings listed here)
san.OptimizerMsgLogger.listenerNames=file.message
san.OptimizerMsgLogger.logging=true
san.OptimizerMsgLogger.LoggerType=MessageLogger
san.OptimizerTraceLogger.level=WARN
san.OptimizerTraceLogger.listenerNames=file.trace
san.OptimizerTraceLogger.logging=true
san.OptimizerTraceLogger.LoggerType=TraceLogger

Important: Storage Optimizer does not create recommendations in all cases!

The Storage Optimizer takes a conservative approach “migrations = risk”.
Generating the optimization report is an iterative process.

� Try multiple thresholds.
� Try multiple source/target combinations.
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7.3.9  Understanding zoning recommendations

This topic describes the zoning recommendations provided by Storage Optimizer in the 
printed optimization report.

Where possible, the Storage Optimizer provides zoning recommendations for each migration 
recommendation. 

The zoning recommendations will be to put the target subsystem’s ports into the same zones 
as those of the source subsystem’s ports, regardless of which zones the host is also a 
member.

For example, suppose you want the Storage Optimizer to provide zoning recommendations 
using the following source and target subsystems.

Source subsystem A includes the following ports:

� Port 1 (member of zones: host1_zone, host2_zone, host3_zone)
� Port 2 (member of zones: host4_zone, host5_zone, host6_zone)
� Volume X (mapped to host1 using Port 1)
� Volume Y (mapped to host4 using Port 2)

Target subsystem B includes the following ports:

� Port 1
� Port 2

Suppose that Storage Optimizer recommends migrating Volume X from Source subsystem A 
to Target subsystem B. 

The zoning recommendations that accompany this migration recommendation will be to 
add Target subsystem B’s Port 1 to zones host1_zone, host2_zone, and host3_zone.

Note: The Storage Optimizer only provides zoning recommendations in the printed 
optimization report. The report lists the zoning recommendations for all volumes under 
each volume.
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Chapter 8. Tivoli Storage Productivity 
Center basic configuration 
and use 

In this chapter, we focus on the basic configuration and use when working with Tivoli Storage 
Productivity Center V4.1. 

At this stage we assume that all the Tivoli Storage Productivity Center V4.1 components have 
been installed successfully.

8
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8.1  Basic use and configuration steps

We will be covering certain basic use and configuration steps when working with Tivoli 
Storage Productivity Center V4.1 mainly focusing on a few of the new features, including:

� Launching the Tivoli Storage Productivity Center GUI:

– Through Tivoli Integrated Portal
– Without Tivoli Integrated Portal

� Users, Roles, and Groups

� Deploying Agents:

– Remote Data agent and Fabric agent
– Storage Resource agent

� Creating a Storage Resource Group

� Disabling Tivoli Storage Productivity Center or Tivoli Productivity Center for Replication

� Tivoli Storage Productivity Center for Replication:

– Accessing TPC-R
– What to expect to see prior to installing the license
– Launching TPC-R
– Adding a subsystem

� Adding a CIMOM

8.2  Launching the Tivoli Storage Productivity Center GUI

The TPC GUI can be launched in several ways. We discuss all possibilities and describe 
what you can expect to see when launching the GUI using the various methods illustrated.

Notice that IBM Java Runtime Environment (JRE™) 1.5 is required as a prerequisite when 
launching the TPC GUI using a Web browser. Included in Java 1.5 is Java Web Start. 

Java Web Start enables you to run the Java based TPC GUI on a system even if you do not 
have the TPC GUI installed locally. It enables a system to communicate with the Tivoli 
Storage Productivity Center Server that is running on AIX, Linux, UNIX, and Windows 
systems.

Java Web Start on the server automatically checks the remote system and provides links to 
the appropriate levels of the JRE and Java Web Start if it does not detect them.

8.2.1  Starting the GUI through Tivoli Integrated Portal

This section describes how to start the Tivoli Storage Productivity Center graphical user 
interface (GUI) through Tivoli Integrated Portal (TIP) local to the TPC server or from a remote 
computer.

The only difference that you need to be aware of when launching the TPC GUI remotely is the 
fact that you are required to have Java 1.5 installed, as mentioned before.

When launching the TPC GUI through TIP, Single Sign-On is enabled by default, allowing 
you to log on to the Tivoli Storage Productivity Center GUI without having to explicitly enter 
your user name and password.
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Before logging into Tivoli Integrated Portal, ensure that you are using one of the following 
Web browsers:

� AIX: Firefox 2.0
� Linux and UNIX: Firefox 2.0
� Internet Explorer® 7, Firefox 2.0, Firefox 3.0

8.2.2  Starting Tivoli Storage Productivity Center from Tivoli Integrated Portal

To start Tivoli Storage Productivity Center from Tivoli Integrated Portal, complete the 
following steps. 

1. Start a Web browser, and type the following information in the address bar as shown in 
Figure 8-1:

http://hostname:port

Here, hostname defines the server that is running Tivoli Integrated Portal, such as the 
server name or IP address, and port defines the port number for Tivoli Integrated Portal. 

If the default port was accepted during the installation of Tivoli Integrated Portal, the port 
number is 16310.

Figure 8-1   Tivoli Integrated Portal

Note: As seen in Figure 8-1, the port has changed from 16310. 
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2. Log on to TIP using the appropriate user ID and password. This depends on the type of 
authentication that has been setup, OS authentication or LDAP.

– When using OS Authentication, you are required to enter the user ID and password as 
defined during the installation.

– When using LDAP, you are required to enter the user ID and password defined in the 
LDAP server and provided during the installation. Refer to the 

3. In the TIP Navigation Tree, click Tivoli Storage Productivity Center, as shown in 
Figure 8-2. 

Figure 8-2   Launch TPC Portlet
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4. If the TPC Data Server or Device Server is not accessible, an error message is displayed 
within the TPC porlet as shown in Figure 8-3. You will not be able to launch TPC until this 
issue has been resolved.

Notice that both the TPC Data Server and Device Server status is shown.

Figure 8-3   TPC Not Accessible
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5. If no errors are shown, as seen in Figure 8-4, we can launch TPC by clicking Start Tivoli 
Storage Productivity Center.

Figure 8-4   TPC Accessible

6. On the TPC portlet page, click Start Storage Productivity Center. One of the following 
actions occurs:

– If Single Sign-On is successful, TPC starts without displaying a logon window.

– If Single Sign-On is not successful, an error message is displayed as seen in 
Figure 8-5. A TPC logon window will be displayed (see Figure 8-6); you are required to 
enter a user ID and password.

Figure 8-5   Login failed using Single Sign-On
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Figure 8-6   TPC Login

– If you are using a Lightweight Directory Access Protocol (LDAP) server for TPC user 
authentication and the directory is not available, an error message is displayed. 

Lightweight Third-Party Authentication 
After you have logged on to Tivoli Integrated Portal, a Lightweight Third-Party Authentication 
(LTPA) token is created. This token is passed to other applications that you start from Tivoli 
Integrated Portal for Single Sign-On authentication purpose.

We show an example of this in Figure 8-7 when launching TPC from TIP. 

Figure 8-7   LTPA
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During the period between logging on to Tivoli Integrated Portal and when you start another 
application such as Tivoli Storage Productivity Center from Tivoli Integrated Portal, the 
following conditions might occur:

� The user password that was used to log on to Tivoli Integrated Portal is changed in the 
user repository.

� The user ID that was used to access Tivoli Integrated Portal is changed in the repository 
or removed from the user repository.

� The user repository is not accessible.

Under the first condition, the original user credentials that were used to access Tivoli 
Integrated Portal are used to access other applications until the time-out period for the LTPA 
token that is used for Single Sign-On expires. 

When the LTPA token expires, you are prompted to re-enter your user ID and password when 
you attempt to start another application using Single Sign-On.

Under the second and third conditions, the Single Sign-On feature does not work. You are 
always prompted to re-enter your user ID and password when you attempt to start another 
application.

8.2.3  Starting the GUI without Tivoli Integrated Portal

This section explains how to start the Tivoli Storage Productivity Center graphical user 
interface (GUI) without using Tivoli Integrated Portal.

We describe how to start the TPC GUI locally from the Microsoft Windows Start menu, 
Productivity Center icon on your desktop or from command line (AIX, Linux, or UNIX) as well 
as using a Web browser for local or remote access.

Starting the TPC GUI locally on Windows:
Proceed as follows:

� Click Start  All Programs  IBM Tivoli Storage Productivity Center  Productivity 
Center

� You can also double-click the IBM Tivoli Storage Productivity Center icon if it is installed 
on your desktop.

Starting the TPC GUI locally on UNIX, Linux or AIX:
Proceed as follows:

� Type the following path and command on the command line:

/opt/IBM/TPC/gui/TPCD.sh

Note: For additional information regarding LDAP, SSO, or Launch in Context refer to 
Chapter 6, “LDAP authentication support and Single Sign-On” on page 335. 
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In all of these cases, you will see the TPC GUI launched and requesting a user ID and 
password as seen in Figure 8-8.

Figure 8-8   TPC GUI Interface Login panel

Starting TPC GUI using a Web browser, locally or remotely
You can start the TPC GUI locally or from a remote location (for example, when using a 
mobile computer) or on a desktop computer, by using a Web browser interface.

Make sure that you have Java 1.5 or later installed on the remote system prior to attempting 
to launch the GUI by a Web browser.

Ensure that you are using one of the following Web browsers:

� AIX: Firefox 2.0
� Linux and UNIX: Firefox 2.0
� Internet Explorer 7, Firefox 2.0, Firefox 3.0

To launch the TPC GUI from a Web browser, follow these steps:

1. Open a Web browser window and enter the Web address of the target server (TPC 
server) this can be done locally or from a remote computer, see Figure 8-9. 

2. The URL is in the format:

http://<device_server_location>:<device_server_port>/ITSRM/app/welcome.html

Note: The default Device Server port is 9550; however, this number might have been 
changed during installation. Check with your system administrator to see if this port has 
changed.
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3. As mentioned before, TPC requires that IBM JRE 1.5 (Java) be installed on your system. 
You will see a message displaying a link to download the required JRE if needed, as 
shown in Figure 8-9. If required, click the appropriate package to download and install the 
JRE.

Figure 8-9   TPC GUI Pre-requisites

If you have already installed the required JRE on your system, click the TPC GUI (Java 
Web Start) link as shown in Figure 8-9. 

This will start the TPC GUI, where you will be required to log on. You can see the Java 
Web Start icon as shown in Figure 8-10. Subsequent to this, you will be presented with the 
TPC GUI login window, as shown in Figure 8-11.

Figure 8-10   Java Web Start
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Figure 8-11   TPC GUI Login

8.2.4  Logging on to TPC

Use the logon window to specify the following information when logging into the TPC server 
as shown in Figure 8-11.

� User ID:

Enter the user ID. The roles that are assigned to that user ID determine what nodes in the 
navigation tree you can see and act upon, in other words, this will determine your level of 
authorization.

� Password:

Enter the password that is associated with the user ID.

� Server:

Enter the IP address or Domain Name System (DNS) name of the computer on which the 
TPC server is installed.

The first panel that you will see when logging into the TPC GUI will be a “Welcome to the IBM 
Tivoli Storage Productivity Center” window, as shown in Figure 8-12.

Note: For additional information regarding specific Web browser settings or limitations 
pertaining to JRE and Java Web Start, refer to the TPC V4.1 specific online 
documentation, which can be found at:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp

Note: Entering the foregoing information is dependent on which type of authentication was 
specified during the install, OS or LDAP.
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Click one of the displayed buttons to select an option from the list:

� Configuration:

Opens the Services Tab of the Configuration Utility.

� Element Management:

Opens the Element Manager of the Configuration Utility.

� Dashboard:

Opens the main dashboard. Select this option if you do not want to work with the 
Configuration Utility immediately.

Figure 8-12   Welcome to the IBM Tivoli Storage Productivity Center window

Next we show how to create additional users, roles, and groups.

8.3  Users, roles, and groups

During the installation process you are required to provide the user ID of the user that is going 
to have administrative privileges inside TIP. You have provided those credentials during the 
installation as described in “Custom installation” on page 100 or, if you have decided to use 
an LDAP server for authentication, the user with administrative privileges will be the one 
specified as described in that same section. Furthermore, you are requested to provide the 
name of the TPC Superuser group, if you have decided to use LDAP.

When you log on to TIP with the user indicated before, you have access to the Users and 
Groups section of the portal from where you can administer the users and the groups 
available inside TIP and their respective roles. See Figure 8-13 on page 419.

Note: You can check the “Do not display this dialog again” box within the window; this 
will ensure that when you launch the TPC GUI in future, the Welcome window is not 
displayed.
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Figure 8-13   Users and Groups based on TIP

The following menu entries are available:

� Administrative User Roles:

Use the Administrative User Roles page to give users specific authority to administer 
application servers through tools such as the administrative console or wsadmin scripting. 
In our case, it can be used to give users specific authority to administer TIP or TCP.

� Administrative Group Roles:

Use the Administrative Group Roles page to give groups specific authority to administer 
application servers through tools such as the administrative console or wsadmin scripting. 
In our case, it can be used to give groups specific authority to administer TIP or TCP.

� Manage Users:

Use the Manage Users page to search for a list of users that match your search criteria. 
You can perform additional tasks, such as viewing more information about a user, 
changing information about a user, adding a new user, deleting users, or duplicating the 
group assignments of a user for other users.

� Manage Groups:

Use the Manage Groups page to search for a list of groups that match your search criteria. 
You can perform additional tasks, such as viewing more information about a group, 
changing information about a group, adding a new group, deleting groups, or duplicating 
the group assignments of a group for other groups.

Note: To manage users and groups, either the federated repositories must be the current 
realm definition, or the current realm definition configuration must match the federated 
repositories configuration. If you use Lightweight Directory Access Protocol (LDAP), 
configure both the federated repositories and standalone LDAP registry configurations to 
use the same LDAP server. If you are using the local OS user registry for authentication, 
these two options are not available.

Warning: Currently you cannot create LDAP users and groups in Tivoli Integrated Portal. 
To resolve this issue, use your LDAP tools to create users or groups in LDAP.
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If you log on to TIP right after the installation and move to Users and Groups  
Administrative User Roles, a panel such as the one shown in Figure 8-14 is presented. The 
user that you defined as the TIP administrative account during the installation is present in the 
list with the associated roles of iscadmin and tcrSuperAdmin. The Login status result is Active 
because you are currently logged in with this account.

Figure 8-14   Administrative User Roles

If you now move to Users and Groups  Administrative Group Roles a panel such as the 
one shown in Figure 8-15 is presented. In our case, during the installation process, we 
selected to use the OS based authentication method and at step 9 on page 104 we have 
selected the Administrators group as the TPC Superuser group.

Figure 8-15   Administrative Group Roles

On the other side, if you log on to the TPC GUI (both launching it from TIP or from a 
standalone GUI installation) and you move to Administrative Services  Configuration  
Role-to-Group mappings, you will correctly see only the group designated as TPC 
Superuser group during the installation available here, as shown in Figure 8-16.

 

 

 

420 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

Figure 8-16   Role-to-Group Mapping

If you want to create a new role-to-group mapping, on this panel, select the role that you want 
to assign and click the Edit button on the corresponding row. A panel is shown asking for the 
group name to assign the corresponding rights. As an example, Figure 8-17 shows that we 
decided to map the group tpcgroup1 with the Productivity Center Administrators group. 

Figure 8-17   Specifying group to map to a role

After clicking the OK button and then the Save button on the TPC GUI, the corresponding 
change on the TPC configuration is saved. As an additional result, this change is also 
synchronized with the TIP Administrative Group Roles. The group selected in the previous 
step in the TPC GUI is now automatically granted into TIP with Operator and iscadmins roles. 
The result is visible into TIP as shown in Figure 8-18.

Note: The group you are trying to map to a TPC role must exist on your authentication 
repository (OS or LDAP server) before you can map it to a role.
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Figure 8-18   Administrative Group Roles updated

If you are already logged on to TIP and you refresh the Administrative Group Roles view, you 
will also receive a message that warns you about the fact that a change in the configuration 
occurred.

Notice that the group is added with no TCR related roles. This means that if you do not 
change it and a member of that group logs into TIP, that member will be able to see the TPC 
portlet to launch TPC and TPC for Replication, but the Reporting section on the left of the 
portal will not be available for that member.

Furthermore, you might be willing to allow specific users or all the members of a group to log 
on to TIP and give them specific roles. In our case, we want to allow the members of the 
group ReportingGroup to log on and generate a TCR based report. To achieve this result, 
follow this procedure:

1. Log on to TIP as a user with administrative privileges and open the Administrative Group 
Roles panel, selecting Users and Groups  Administrative Group Roles.

2. Click the Add button highlighted in Figure 8-19.

Note: The synchronization of the groups works only when adding a group on TPC. When a 
group is removed from the Role-to-Group mappings in the TPC GUI, the same group is not 
automatically removed from the Administrative Group Roles in TIP. If you want to remove 
it, you need to do it manually.
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Figure 8-19   Administrative Group Roles panel

3. In the panel shown in Figure 8-20, insert the name of the group that you want to add in the 
Group Name field and select the Roles that you want to give to the members of this group. 
You can select multiple roles by holding the Ctrl button and clicking the specific roles. For 
additional details about the TIP specific roles, you can click More information about this 
page in the Help section of the panel in Figure 8-20, whereas for TCR related roles, you 
can refer to 11.3.3, “Initial configuration and user management” on page 556. In our case, 
we want to grant the members of the ReportingGroup with Operator and tcrAdministrator 
roles.

Figure 8-20   Assign Roles to groups panel
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4. By clicking the OK button, you go back to the Administrative Group Role panel. In 
Figure 8-21, you can see that the group and the associated roles have been added. Click 
the Save link on the message shown on the upper part of the panel to save the 
configuration.

Figure 8-21   Administrative Group Roles panel

The members of the ReportingGroup group now can log on to TIP. They will be able to 
operate with TCR. Additionally they will also be able to launch the TPC and the TPC for 
Replication GUIs, but because the same group is not present in the TPC Role-to-Group 
mapping table or the TPC for Replication users/groups map, no Single Sign-On is available 
and they will be prompted to provide the appropriate credentials.

Very similar steps can also be followed to associate roles to a specific user.

8.4  Deploying agents

This section describes how to deploy the Data agents and Fabric agents remotely from the 
system running the Tivoli Storage Productivity Center V4.1 server.

We also describe how to deploy the Storage Resource agents using the TPC GUI interface or 
additionally using the command line locally.

Note: The group you are trying to associate with a role must exist on your 
authentication repository (OS or LDAP server) before you can assign it a role. In case it 
does not exist, you will get an error message.

Note: You cannot have a Data agent and Storage Resource agent on the same system 
that point to the same Data Server. You can have a Data agent and Storage Resource 
agent on the same server if they are pointing to other Data Servers.
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8.4.1  Deploying Data and Fabric agents remotely from the TPC V4.1 server

If you are installing the Data agent, Fabric agent, or both, you must have previously installed 
the Agent Manager and have registered the Device Server and Data Server with the Agent 
Manager.

For information about how to install Data and Fabric agents locally, refer to the chapter that 
covers the installation of Tivoli Storage Productivity Center V4.1 specific to your platform.

Prior to installing the agents remotely
Keep in mind the following requirements:

� You must run the installation from the server where the Data and Device Server resides.

� You will need to have access to the media required to install the agents; this software is 
found on both installation disks or images.

� You must know the name or IP address of the computers on which you will be installing 
the agents.

� Ensure that you have at least one of the following protocols setup between the server and 
computers (agents):

– Secure shell protocol (SSH)
– Windows server message block protocol (SMB)
– Remote execution protocol (REXEC)
– Remote shell protocol (RSH)

� Seeing that the Common Agent is installed with the Data agent, you will need to install the 
Data agent prior to the Fabric agent, because the Fabric agent requires that the Common 
Agent be installed and running on the target server.

� You must supply a user ID and password that has administrative privileges on the target 
computer. The user ID must be a local administrative account on the target computer 
(not a domain administrative account).

� If you are installing the Data agent remotely on a Linux system, you must set the 
/etc/ssh/sshd_config file parameter PasswordAuthentication to yes. Then stop and start 
the ssh daemon for the change to take effect.

� If you are installing the Data agent remotely on a Solaris™ 10 system, you must set the 
following parameters in file /etc/ssh/sshd_config:

PasswordAuthentication yes
PermitRootLogin yes

Stop and start the ssh daemon.

Important: Refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31 for specific agent considerations prior to installing the agents to 
consider which agent will best suit your needs.
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Installing the Data and Fabric agents remotely
To install these agents, complete the following steps:

1. Change to the directory or CDROM where the TPC V4.1 software resides.

2. Launch the setup.exe (Windows) or setup.sh (UNIX) to start the installation process. 
In our example, we launch the setup.exe on Windows.

3. The panel, Select a language to be used for this wizard, is displayed (see Figure 8-22). 
After selecting the language, click OK.

Figure 8-22   Select language

4. The Software License Agreement is displayed (Figure 8-23). Select I accept the terms of 
the license agreement. Click Next.

Figure 8-23   License Agreement

5. The panel, Select the type of installation you want to run, is displayed (Figure 8-24). 
Custom Installation is already selected by default. You cannot choose any other options 
to deploy remote agents. Click Next.
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Figure 8-24   Custom installation

6. The panel, Select one or more components to install, is displayed (Figure 8-25). You can 
select both the Remote Data agent and Remote Fabric agent or only the Remote Data 
agent, depending on your requirements. We select both. Click Next.

Figure 8-25   Select agents to deploy
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7. The panel, Data Server, Device Server, Data agent, and Agent Information, is displayed 
(Figure 8-26):

– Enter the password that the Fabric agents will use to communicate with the Device 
Server.

This must be the password of the local administrator user running the installation.

– If the Data Server was installed on the local computer, the defaults will be populated in 
the fields. Otherwise, enter the Data Server name and Data Server port fields.

What this means is that, if you have changed the Data Server name and port on the 
localhost, you will need to enter the information. If not, the installation program will 
accept the defaults.

Click Next to continue.

Figure 8-26   Data Server, Device Server, and agent information window

8. The panel, Select the Remote Agents to Install, is displayed (Figure 8-27). You can use this 
panel to:

– Specify Windows computers on which to install agents (when installing from a 
Windows computer only). These Windows computers can be in the current domain or 
in another domain within your environment.

– Specify computers on which to install agents. You can add multiple computers at the 
same time.

– View a list of computers on which you want to install agents.

– Remove a computer from the list of target computers. There are two options to choose 
from in this panel, Add Agents from MS® Directory and Manually Enter Agents. 
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Figure 8-27   Select remote agents to install

We list the information displayed and required when choosing to Add Agents from MS 
Directory. However, because our server is not part of a domain, we do not show the steps 
in detail.

We choose to use the method, “Manually Enter Agents, when deploying agents.

The following information is provided when selecting:

Add Agents from MS Directory (button)

This applies to Windows domains, the server installing from needs to be part of a domain.

– When you click this button, the Add Agents from MS Directory panel is displayed.

– When you first access this window, the installation program will find and list all the 
computers in your domain.Complete the following fields on this panel:

Remote Agent Machines (list box)

This list box provides a complete listing of the computers detected for the current 
domain that do not already have a Data agent installed.

Use the columns to sort and filter the computers if required.

Select:

Click the check box next to the computer on which you want to install an agent.

Host Name:

Displays the names of the computers detected in the current domain.

Note: In Figure 8-27, you can see that the Add Agents from MS Directory button is 
greyed out. This indicates that the server that you are installing from is not on a domain. 
Make sure that you are logged into the domain, if you want to select this option.
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Domain:

Displays the domain of the computers listed on the window.

Virtual Node:

Indicates whether the computer is a virtual node.

OK (button): 

Finally, click the OK button to add the computers you entered to the Computers 
Targeted for a Remote Install list on the Remote Agents to Install window.

Manually Enter Agents (button)

Click this button as seen in Figure 8-28, to manually specify Windows and non-Windows 
(UNIX or Linux) computers on which you want to install agents.

Figure 8-28   Select “Manually Enter Agents”

You can specify multiple computers on which to install agents at the same time, keeping 
the following considerations in mind:

– The server must be able to resolve the IP address of the remote computer as well as 
communicate with that computer.

– The user ID and password must have administrator rights (Windows) or system rights 
(UNIX) on the remote computer.

– When adding multiple computers in a single installation, they will need to share the 
same user ID and password, if not, you must add them individually.

Note: If you see the error, All servers selected not added to the list! 
this might be due to one of the following exceptions:

� Not able to establish communication with the target computer
� Insufficient authority to install on the remote computer
� Target computer already targeted for an installation
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9. The panel, Manually Enter Agents, is displayed as shown in Figure 8-29.

The following information is required: 

Remote Agent Machines:

Enter the network names or IP addresses of the computers you want to install. We choose 
to install an agent on computer “9.12.6.76” as seen in Figure 8-29.

When adding multiple computers remember to add each computer on a separate line.

Remove Selected Entities (Optional):

Click this button to remove the highlighted computers from the list.

User and Password:

Specify the user ID and password for the computers (hosts) that you want to add 
manually, as shown in Figure 8-29.

OK (button):

Finally, click the OK button to add the computers entered to the Computers Targeted for a 
Remote Install list on the Select the remote agents to install window illustrated in 
Figure 8-30.

Figure 8-29   Manually Enter Agents

Notice the fact that we have added our computer successfully and that you are able to 
monitor the process of adding the agents in the Progress Log as seen in Figure 8-30. 
If you have any problems adding computers, the errors will be displayed here.
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Figure 8-30   Add computers for remote agent install

You have the option within the panel, Select the remote agents to install, to remove 
computers that have been targeted for a remote install, by selecting them and clicking the 
Remove button.

10.Click Next to continue. 

11.The Windows Service Account panel is displayed for Windows only. This is not required 
for UNIX or Linux. You have two options:

a. Create a local account for the agent service (create a new service account under which 
the server will run).

b. Use this account for the agent service (provide a user name and password to use an 
existing account).

We chose option b as shown in Figure 8-31. There is no default or recommendation on 
what to select here, is up to the server administrator, based on your system.

Click Next to continue.

Note: The error, All servers selected not added to the list! might be due to one 
of the following exceptions:

� Not able to establish communication with the target computer
� Insufficient authority to install on the remote computer
� Target computer already targeted for an installation
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Figure 8-31   Windows Service Account

12.The Agent Status panel is displayed (Figure 8-32). The Data Manager will run a 
mini-probe on all the computers you selected to determine what necessary applications 
are installed and if an agent is already installed on any computer. 

Make sure that the server can ping the agent and the agent can ping the server. 

These are the column headings:

OS Type:

Displays the operating system of the target computer.

Computer:

Displays a list of computers where the agent will be installed.

Status:

Displays the current status of the agent install on the remote computer.

Directory:

Displays the directory where the agent will be installed. If an agent is already installed on a 
computer, you will not be able to edit this field.

– If you can edit the field, this means that an agent has not yet been installed, and you 
can edit the directory where the agent will be installed. 

– If a Common Agent exists, the path cannot be changed.

Port:

Displays the port number on which the agent is listening. You can change the listener port 
for a remote probe on this panel. If you have a firewall, you can select the port that the 
program uses to communicate back to the installation program.

Space Required:

Displays the space required to install the agent.
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Space Available:

Displays the available space on the computer.

There are two additional options to choose from in the “Agent status panel” prior to 
selecting install:

– Agent should perform a SCAN when first brought up (gathers default statistics) 

– Agent may run scripts sent by the server (in addition to local scripts) 

We select both options. However, it is your choice to run the scan now or later, as well as 
allowing the server to run scripts on the computer.

Figure 8-32   Agent status panel

13.Click Install.

The agents will be installed on the specified computers.

This window will be updated automatically as the agent is installed on the target computer.

The Status column will display the installation status. In Figure 8-33, the Status column 
shows Copying software.
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Figure 8-33   Copying software

14.The next step is to install the Common Agent as shown in the Status field, Installing 
Common Agent, in Figure 8-34. 

Figure 8-34   Installing CA
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After the Common Agent is installed, the Status field shows Starting Data agent as shown 
in Figure 8-35. 

Figure 8-35   Starting Data agent

After the Data agent is successfully installed, the Status column displays Registered 
(see Figure 8-36). 

Figure 8-36   Status column display of Registered
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After the Data agent is successfully probed, the Status column displays Probed (see 
Figure 8-37). 

Figure 8-37   Probed and completed

15.After all the agents have been probed, the installation reports a Completed Successfully 
message box as shown in Figure 8-37.Click OK to continue.

16.To view the installation logs, you can double-click a computer name as shown in 
Figure 8-38.

Figure 8-38   View installation log
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17.Click OK to continue.

At this stage the installer invokes the Fabric agent installation:

18.A pop-up window opens with the following message is displayed:

Server validation and retrieval of agent list can take several minutes.

Click OK.

19.The Remote Fabric agent information panel is displayed (see Figure 8-39). This list is a list 
of Common Agents known to the Agent Manager. You can select one or more remote 
Common Agents to deploy the Fabric agents, under the Deploy column heading.

Make your selection (see Figure 8-39) and click Next.

Figure 8-39   Select Fabric agents to install

20.A confirmation panel is displayed listing where the Fabric agents will be installed 
(see Figure 8-40). Click Next to continue.
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Figure 8-40   Confirmation panel

21.The Status panel is displayed as seen in Figure 8-41.

Figure 8-41   Status panel
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22.The Deployment complete panel is displayed (Figure 8-42). Click Next to continue. 

Figure 8-42   Deployment complete panel

23.The installation is now complete.

8.4.2  Deploying Storage Resource agents using the TPC GUI

In this section, we take you through the steps of deploying a Storage Resource agent. 

1. Launch the TPC GUI.

2. Make sure that you are logged in with a superuser role to schedule Storage Resource 
agent deployments.

3. In the Navigation Tree pane, expand Administrative Services  Configuration  
Storage Resource agent Deployments. Right-click Storage Resource agent 
Deployments and click Create Storage Resource agent Deployments. See 
Figure 8-43.
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Figure 8-43   Create Storage Resource agents

4. The Create Storage Resource Agent Deployments window opens, displaying the 
Computers tab. Enter a description (optional) in the Description field and click Add Host 
List as seen in Figure 8-44

Figure 8-44   Create Storage Resource agent Deployment
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5. The Login Information panel is displayed (see Figure 8-45). 

Figure 8-45   Login Information

On this panel we are required to add in the login information for the computers to deploy 
Storage Resource agents to (see Figure 8-46). 

You can enter the information in the following ways:

– Click Add Agents from MS Directory to install Storage Resource agents on one or 
more Windows computers that are members of a Windows domain.

– Click Get Agent List From file to install Storage Resource agents on one or more 
computers listed in a file. The computers listed in the file must share the same 
administrative user ID and password.

– Enter the computer names or IP addresses in the Remote Agent Machines table.

– Enter the installation locations for the agents.

Note: If you change the default path, be sure to NOT add a “/” at the end of the path, 
or the installation will fail.

� The default path for Linux and UNIX is /opt/IBM/TPC/agent 

� The default path for Windows is C:/Program Files/IBM/TPC/agent 

� The path is filled in automatically by the GUI if you do not supply any value and 
have checked the box for Validate before save. Otherwise, if you enter a path, 
the agent is installed in that path.
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– Select Force under the following circumstances:

• If an earlier Storage Resource agent installation failed and there are damaged 
agent files on the computer that cause further installations to fail. If you select this 
option, Tivoli Storage Productivity Center attempts to overwrite the previous failed 
deployment on the computer with a new Storage Resource agent.

• If you want an existing Storage Resource agent to communicate with an additional 
Tivoli Storage Productivity Center server. To do this, you must create the 
deployment job from the additional Tivoli Storage Productivity Center server to 
which you want the Storage Resource agent to communicate.

In our example, we choose to enter the following information as seen in Figure 8-46. 

– IP address: (resource agent target) manually in the Remote Agent Machines table.

– Installation location: left blank.(Default directory will be used)

– Force: Unchecked. This is not needed in our example.

– User: Notice that this user ID must be the same for all computers listed in the 
Remote Agent Machines list.

– Password: (password for computers on which to deploy Storage Resource agents).

– Retype: password.

– Certificate Location: Not required; we are not using the SSH protocol to deploy the 
agents. Refer to Chapter 2, “Planning for installation of Tivoli Storage Productivity 
Center” on page 31 for protocols. 

– Passphrase: Not required; we are not using the SSH protocol to deploy the agents. 

Figure 8-46   Adding computers
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6. Click Add.

The server sends the login information to the host for validation, as seen in the progress 
window (Figure 8-47).

Figure 8-47   Progress window

If the validation succeeds, you will see a message under the status column indicating this 
as shown in Figure 8-48 on the first line. 

The same applies if the validation fails, in this case, you will see an error message as 
shown in Figure 8-48 on the second line.

To add the server that has failed, you will need to fix the communication or login errors, 
and retry.

Figure 8-48   Validation Status
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When all remote agent targets pass the validation, they are added to the Enter 
computers to install Storage Resource Agents panel. 

As seen in Figure 8-49, we added a Windows server and an AIX server to the list of 
Computers Targeted for a Remote Agent Install.

Figure 8-49   Computers Targeted for a Remote Agent Install

You have two additional options, namely, removing a host or editing a host from the list of 
computers targeted for the remote agent install. Do this by selecting the host and clicking 
the Remove button, or by selecting the host and clicking the Edit Selected Entries 
button.

7. Click the When to Run tab. Enter the following information as seen in Figure 8-50:

How often to run:

– Specify a time to run:

• Run now

• Run once at (specify a date and time to run)

How to handle time zones:

– Specify a time zone to use:

• Use the time zone that the server runs in

• Use this time zone (select a time zone)
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Figure 8-50   When to run

8. Click the Alert tab to specify the following information as shown in Figure 8-51:

– Triggering-Condition

You can specify:

• Storage Resource agent Deployment Failed

– Triggered-Actions

– You can choose from the following options, depending on your requirements:

• SNMP Trap
• TEC Event
• Login Notification
• Windows Event Log
• Run Script
• Email

Figure 8-51   Alerting based on Triggering Conditions and Actions 
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9. Click File  Save. A window will open requesting a job name as shown in Figure 8-52. 
Enter a name and click OK.

Figure 8-52   Storage Resource agent Deployments name 

A Notice is displayed indicating the successful submission as shown in Figure 8-53. Click 
OK to continue.

Figure 8-53   Job submitted

To view the status of the job, navigate to Administrative Services  Configuration  
Storage Resource Agent Deployments, expand the Storage Resource Agent 
Deployment job previously created. An indication of a successful job is the icon color 
being green. Click the job to see the full status as shown in Figure 8-54.

Figure 8-54   Deployment job log

To verify that the installation completed correctly, log on to the TPC GUI, navigate to 
Administrative Services  Data Sources  Data/Storage Resource Agents. The 
installed agent is now present in the list, as shown in Figure 8-55. Notice the Agent Type 
column.
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Figure 8-55   Data agent and Storage Resource agent status

Deploying Storage Resource agents locally using the command line
This section describes how to install the Storage Resource agents locally.

You typically install the Storage Resource agents using the Tivoli Storage Productivity Center 
GUI. However, if you need to install the Storage Resource agents locally, you can do so with 
limited support.

For example, if you use this method of installation, you will get a return code of zero for a 
successful installation and a nonzero return code for an unsuccessful installation. If you have 
an unsuccessful installation, you will need to go through the log files to determine what the 
problem was for the failure.

The disk 1 or disk2 image contains the installation images for the Storage Resource agents. 
The images are located in the following directory:

<CD_installation_image_location>/data/sra/<operating_system>

See Table 8-1 for the Storage Resource agent installation images.

Table 8-1   Storage Resource agent installation images

Depending on the decision for running the agent as a daemon or non-daemon service 
(on-demand service) and on the communication protocol that must be used, various 
parameters might be required. Refer to the IBM Tivoli Storage Productivity Center: 
Installation and Configuration Guide, SC27-2337 for details.

In our case, the images of the Storage Resource agent are located on both TPC images disks 
under <DiskImage>/data/sra/windows. 

Operating system Operating system name

AIX aix_power

Linux x86 linux_ix86

Linux Power linux_power

Linux s390 linux_s390

Windows windows
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Navigate to the <DiskImage>/data/sra/windows/bin directory. In our environment the 
communication is between two Windows machines, so the default communication protocol 
used is Windows (SMB). We have also decided to run the agent as a non-daemon services. 
As a result, the command we are issuing requires a minimum set of parameters and will look 
as follows:

Agent -install -serverPort <serverport> -serverIP <serverIP> -installLoc 
<installLocation> -userID <userID> -password <password>

The meanings and values of these parameters are specified in Table 8-2. 

Table 8-2   Parameters and values

To verify that the installation completed correctly from the TPC GUI, log on to the TPC GUI 
and go to Administrative Services  Data Sources  Data/Storage Resource Agents. 
The installed agent is now present in the list, as shown in Figure 8-56.

Figure 8-56   SRA Status

Parameter Explanation Value

serverPort The port of the TPC Data Server. The default value is 
9549

9549

serverIP IP address or fully qualified DNS name of the server colorado.itso.ibm.com

installLoc Location where the agent will be installeda

a. Make sure that when you specify a directory to install the Storage Resource agent into, you do 
not specify an ending slash mark (\). For example, do not specify C:\agent1\ because this will 
cause the installation to fail.

Figure 8-55 shows a successful installation of the Storage Resource agent:

Storage Resource agent successful install 

c:\tpcsra

userID The user ID defined on the agent system. This is the 
user ID that the server can use to connect to the agent 
system

Administrator

password Password for the specified User ID itso13sj
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8.5  Creating Storage Resource Groups

Storage Resource Groups are new objects provided to help storage administrators plan, 
monitor, and report on the managed environment.

A storage resource group is a set of entities managed by Tivoli Storage Productivity Center. 
These entities can be servers, switches, storage subsystems, fabrics, storage pools, and 
storage volumes. Storage resource groups can be a group of heterogeneous objects and can 
also contain other storage resource groups without any connectivity.

Use Storage Resource Groups to organize logically related storage entities into named 
groups. For example, a Storage Resource Group that represents a business critical email 
application might include all the hosts that participate in the e-mail application cluster, the 
storage subsystems that provide storage to the application, and the switches and fabrics 
through which the application’s data is configured to travel.

For more information about Storage Resource Groups and possible use cases, refer to 
Chapter 1, “Tivoli Storage Productivity Center architecture and functional overview” on 
page 1.

Next, we show the steps involved in creating and editing a Storage Resource Group:

1. Create a Storage Resource Group, using one of the following methods:

– In the Navigation Tree, expand IBM Tivoli Storage Productivity Center, click Storage 
Resource Group Management, then click Create as demonstrated in Figure 8-57.

Figure 8-57   Create Storage Resource Group
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– In the Navigation Tree, expand IBM Tivoli Storage Productivity Center  
Topology, click a node that represents a storage entity, right-click an entity that is 
displayed in the content pane, and select Add to new Storage Resource Group as 
demonstrated in Figure 8-58.

Figure 8-58   Create Storage Resource Group

2. The Create Storage Resource Group panel is displayed as shown in Figure 8-59. 
The following fields are listed within the panel; we describe the fields briefly:

Creator:

Displays the user name of the creator.

Name:

Displays the name of the storage resource group or unnamed, if it is not yet named.

Description:

Optional: Displays the user defined description for the storage resource group.

Selected Elements:

Lists the elements selected to be members of this storage resource group.

Add:

Adds one or more selected elements to the list. The Storage resource group element 
selection panel is displayed.

Remove:

Removes one or more selected elements from the list.

Default Provisioning Profile:

Lists the available provisioning profiles which can be associated with storage resource 
groups. The list also includes None. If this storage resource group is used as input to the 
SAN Planner, the settings defined in this profile will be used to pre-populate the planner 
inputs.

Create a New Profile:

Launches the Provisioning Profile creation wizard. When you complete the wizard, the 
Provisioning Profile list is updated.
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User defined property 1 (UDP1):

Specifies any user-defined properties that will be used by the Topology Viewer to provide 
custom groupings.

User defined property 2 (UDP2):

Specifies any user-defined properties that will be used by the Topology Viewer to provide 
custom groupings.

User defined property 3 (UDP3):

Specifies any user-defined properties that will be used by the Topology Viewer to provide 
custom groupings.

Figure 8-59   Create Storage Resource Group

Click Add.

3. The Storage Resource Group Element Selection panel is displayed (see Figure 8-60). 
Use this panel to select the storage entities that you want to include in a storage resource 
group.

– The Available elements window displays the storage entities that you can include in a 
storage group.

– The Selected elements window displays the storage entities selected to be included 
in a storage group.
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Figure 8-60   Storage Resource Group Element Selection panel

4. Select storage entities to add to the storage resource group. To do this, perform the 
following steps:

a. Open a detailed view of a storage entity type on the Topology Viewer’s Overview 
page.

b. Expand the storage entity type to view the storage entities that are part of that type.

c. Select the storage entities you want to include in the storage resource group.

d. Click “>>”.

As demonstrated in Figure 8-61, we selected storage entities including Computers and 
Subsystems to be added to the Selected Elements window. and clicked “>>”.

Click OK when you are satisfied with all your selections to add them to the storage 
resource group.
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Figure 8-61   Select storage entities

5. The Create Storage Resource Group panel is displayed, reflecting the selections made 
under the Selected Elements window, as shown in Figure 8-62.

Figure 8-62   Selected Elements
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6. Save the Storage Resource Group by clicking the Save button as seen in Figure 8-63.

Figure 8-63   Save Storage Resource Group

7. We are prompted to specify a name for the new Storage Resource Group as 
demonstrated in Figure 8-64. Fill in the name and click OK.

Figure 8-64   Specify Name

We have completed the steps in creating the Storage Resource Group.

You are able to edit the Storage Resource Groups previously created in one of two ways, 
as follows:

� In the Navigation Tree, expand IBM Tivoli Storage Productivity Center, click Storage 
Resource Group Management, then click the magnifying glass icon next to the storage 
resource group you want to edit. This is shown in Figure 8-65.

Figure 8-65   Edit Storage Resource Group
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� In the Navigation Tree, expand IBM Tivoli Storage Productivity Center  Topology, 
click Storage Resource Groups, right-click the Storage Resource Group you want to edit 
in the content pane, and select Launch Detail Panel from the drop down menu. This is 
shown in Figure 8-66.

Figure 8-66   Edit Storage Resource Group from Topology Viewer

8.6  IBM Tivoli Storage Productivity Center for Replication

This section describes the following considerations relating to TPC-R V4.1 which is installed 
with TPC SE V4.1. 

� Accessing TPC-R
� What to expect to see prior to installing the license
� How to install the TPC-R license
� How to add a subsystem to TPC-R
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8.6.1  Accessing TPC-R

There are three ways that you can follow to access the TPC-R GUI:

– Directly through the Web interface. Go to the following URL to access the TPC-R GUI 
(the Web address is case-sensitive). We show this in Figure 8-67:

https://<hostname>:<port>/CSM

Login using the required credentials, as supplied during the installation.

Figure 8-67   Accessing TPC-R using the Web interface

– Through the Tivoli Integrated Portal (TIP). This method is achieved by logging into 
TIP and on the left panel, by clicking Tivoli Storage Productivity Center and then by 
clicking the Start Tivoli Storage Productivity Center for Replication link within the 
portlet to the right. We show this in Figure 8-68.

Notes: 

1. The default port is 3443 for open systems and 9443 for z/OS.
2. If you modified the default port settings during the installation, replace the port 

with the port number you selected for the https port.
3. If you are using IBM WebSphere Application Server OEM Edition for z/OS for 

z/OS, the default port is 32200.

Note: When accessing TPC-R through Tivoli Integrated Portal, the Single Sign-On 
must be enabled by default, thereby allowing you to log on without needing to enter 
any credentials. 

 

 

 

Chapter 8. Tivoli Storage Productivity Center basic configuration and use 457



 

Figure 8-68   Accessing TPC-R through TIP

– Through the TPC GUI. In this method, there are multiple launch points within the TPC 
GUI from which you can access TPC-R:

In the Navigation Tree, expand Replication Manager and click Replication 
Management as shown in Figure 8-69.

Figure 8-69   Accessing TPC-R - Navigation Tree Replication Manager

In the Navigation Tree, expand IBM Tivoli Storage Productivity Center  
Configuration Utility  Replication Manager tab as shown in Figure 8-70.
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Figure 8-70   Accessing TPC-R - Configuration Utility

In both cases you are presented with the following buttons (see Figure 8-71): 

Replication Health Overview:

The Replication Health Overview button displays the Health Overview panel for IBM 
Tivoli Storage Productivity Center for Replication. 

Replication Sessions Overview:

The Replication Sessions Overview button lists all sessions defined within the IBM 
Tivoli Storage Productivity Center for Replication environment, including their state and 
status.

Replication Storage Systems Overview:

The Replication Storage Systems Overview button displays the Storage Systems 
panel. The Storage Systems panel lists all the known storage systems, and indicates 
whether the storage systems are communicating normally with the active and remote 
servers, if enabled.

Replication Paths Overview:

The Replication Paths Overview button displays the ESS/DS Paths panel. The 
ESS/DS Paths panel summarizes all the known ESS/DS series paths, listing them by 
storage system.

Replication Management Servers Overview:

The Replication Management Servers Overview button displays the Management 
Servers panel. The Management Servers main panel displays the status of the 
management servers configuration, lists the management servers in operation 
(maximum of two), and enables you to define a standby server, or to define the local 
server as a standby server to an alternate server. 

Replication Administration:

The Replication Administration button displays the Administration panel. The 
Administration panel displays a list of IBM Tivoli Storage Productivity Center for 
Replication users and groups and their access privileges, and allows administrators to 
take actions on users and groups.
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Replication Advanced Tools:

The Replication Advanced Tools button displays the Advanced Tools panel. The 
Advanced Tools panel enables you to create a diagnostic package and change the 
automatic refresh rate of the GUI.

Figure 8-71   Replication Manager - Advanced Tools 

When you click a button, a new browser window is opened to the TPC-R page.

When launching the TPC-R GUI, you might be required to download the certificate and 
add an exception to allow a connection to the server as shown in (Figure 8-72),click 
“Add Exception”.
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Figure 8-72   Certificate exception

8.6.2  Installing the Two Site or Three Site Business Continuity License

Before you can use the full functionality that Tivoli Storage Productivity Center for Replication 
provides, you are required to install a valid license.

This section describes how to install the Tivoli Storage Productivity Center for Replication 
Two Site or Three Site Business Continuity (BC) license.

What you can expect to see without installing a license
Look-and-feel: There is no real difference in the appearance when working with the TPC-R 
GUI. You will notice that there is an option to enter a Try-and-Buy key under the 
Administration node within the TPC-R GUI as shown in Figure 8-73. This will allow you to 
request a temporary key from IBM if you do not have a license to install.

Figure 8-73   Try-and-Buy key

 

 

 

Chapter 8. Tivoli Storage Productivity Center basic configuration and use 461



 

Functionality with Try-and-Buy key: You will be able to launch the TPC-R GUI, Add 
Storage Subsystems, Monitor Subsystem Health, and Create Paths, however you will not be 
able to Create Sessions. As you can see in Figure 8-74, this option has been greyed out, 
restricting the user from being able to create sessions.

Figure 8-74   Create Sessions

Installing the license
To install the license for IBM Tivoli Storage Productivity Center for Replication, you must run 
as the root user on Linux or AIX, or as the administrator in Windows:

1. Either insert the Two Site or Three Site CD containing the software required to install the 
license, or alternatively, copy the software needed to install directory on the server.

2. Begin the installation program by double-clicking the setup file:

– Windows: <installation_source_directory>\setupwin32.exe

– Linux: <installation_source_directory>\setuplinux.bin

– AIX: <installation_source_directory>\setupaix.bin

3. On the Welcome page (Figure 8-75), click Next.
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Figure 8-75   Welcome panel

4. The Software License Agreement panel is displayed. Select I accept the terms of the 
license agreement (Figure 8-76). Click Next to continue.

Figure 8-76   Accept license agreement

 

 

 

Chapter 8. Tivoli Storage Productivity Center basic configuration and use 463



 

5. The Directory Name panel is displayed (Figure 8-77); you are required to enter the 
absolute path of the directory where TPC-R was installed. We choose the default path 
because this is what we used at the time of installation. Click Next to continue.

Figure 8-77   Directory Name

6. The summary information panel is displayed (see Figure 8-78). Review the settings and 
click Install.

Figure 8-78   Tivoli Storage Productivity Center for Replication Summary panel
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7. The progress panel is displayed (see Figure 8-79), illustrating the progress made during 
the deployment of the license file.

Figure 8-79   Deployment progress

8. The Summary Information panel is displayed (see Figure 8-80), indicating a successful 
deployment. Click Finish.

Figure 8-80   Summary Information
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Seeing that the license has been installed successfully, you are now able to create sessions 
as shown in Figure 8-81. Additionally, you will notice that the Try-and-Buy option has 
disappeared from the Administration node as shown in Figure 8-82.

Figure 8-81   Create sessions

Figure 8-82   No Try-and-Buy
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8.7  Disabling Tivoli Storage Productivity Center or Tivoli 
Storage Productivity Center for Replication

If you have less than 8 GB of RAM, you have to run only Tivoli Storage Productivity Center or 
Tivoli Storage Productivity Center for Replication on the same system because of system 
load.

Here we describe how to disable either Tivoli Storage Productivity Center or Tivoli Storage 
Productivity Center for Replication.

Disabling Tivoli Storage Productivity Center for Replication
To disable Tivoli Storage Productivity Center for Replication, follow these steps.

On Windows:

1. To disable the TPC for Replication server, go to Start  Settings  Control Panel  
Administrative Tools  Services. Right-click the following service:

IBM WebSphere Application Server V6.1 - CSM

2. Select Properties, as shown in Figure 8-83. 

Figure 8-83   TPC-R Server service properties
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3. On the panel shown in Figure 8-84, select Disabled under the Startup type menu and click 
the Stop button in the Service Status section. When the service has been stopped, click 
OK to close this panel.

Figure 8-84   Disabling TPC-R Server

On Linux and AIX:

1. To stop the Tivoli Storage Productivity Center for Replication Server on Linux and AIX 
issue the following command from the command prompt as shown in Figure 8-85:

/opt/IBM/replication/eWAS/profiles/CSM/bin/stopServer.sh server1 -username 
<username> -password <password>

2. Here, <username> is the user ID and <password> is the password created during 
installation.

Figure 8-85   Stop TPC-R Server
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3. To disable the Tivoli Storage Productivity Center for Replication Server from starting on 
system reboot, you must edit the /etc/inittab and hash out the line that starts up Tivoli 
Storage Productivity Center for Replication, as shown in Figure 8-86.

Figure 8-86   Edit /etc/inittab
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Disabling Tivoli Storage Productivity Center
To disable Tivoli Storage Productivity Center Server, follow these steps:

On Windows:

1. To disable TPC, go to Start  Settings  Control Panel  Administrative Tools  
Services. Right-click the following service:

IBM WebSphere Application Server V6.1 - DeviceServer

2. Select Properties, as shown in Figure 8-87.

Figure 8-87   Service properties
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3. On the panel shown in Figure 8-88, select Disabled under the Startup type menu and click 
the Stop button in the Service Status section. When the service has been stopped, click 
OK to close this panel.

Figure 8-88   Disable service

4. Repeat the same procedure for the following services:

– IBM Tivoli Storage Productivity Center - Data Server

– IBM Tivoli Common Agent - <directory>

(<directory> is where the Common Agent is installed. The default is 
<TPC_install_directory>\ca)

– IBM Tivoli Storage Resource agent - <directory>

(<directory> is where the Storage Resource agent is installed. The default is 
<TPC_install_directory>\agent)

– Tivoli Integrated Portal - TIPProfile_Port_<xxxxx>

(<xxxxx> indicates the port specified during installation. The default port is 16310.)

– IBM ADE Service (Tivoli Integrated Portal registry)

On Linux:

1. To stop the Tivoli Storage Productivity Center services as seen in Figure 8-89, run these 
commands in the command prompt window:

Data Server: /<usr or opt>/IBM/TPC/data/server/tpcdsrv1 stop 

Device Server: /<usr or opt>/IBM/TPC/device/bin/linux/stopTPCF.sh 

Note: Stop Tivoli Integrated Portal and IBM ADE Service only if no other applications 
are using these services.
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2. Depending on whether or not you have a Data agent or Storage Resource agent installed, 
issue these commands accordingly:

Common Agent: /<usr or opt>/IBM/TPC/ca/endpoint.sh stop

Storage Resource agent: /<usr or opt>/IBM/TPC/agent/bin/agent.sh stop 

Figure 8-89   Stop TPC services on Linux

On AIX:

1. To stop the Tivoli Storage Productivity Center services as seen in Figure 8-89, run these 
commands in the command prompt window:

Data Server: stopsrc -s TSRMsrv1

Device Server: /<usr or opt>/IBM/TPC/device/bin/aix/stopTPCF.sh 

2. Depending on whether or not you have a Data agent or Storage Resource agent installed, 
issue these commands accordingly:

Common Agent: /<usr or opt>/IBM/TPC/ca/endpoint.sh stop 

Storage Resource agent: /<usr or opt>/IBM/TPC/agent/bin/agent.sh stop 

3. To disable the Tivoli Storage Productivity Center Server from starting on system reboot, 
you must edit the /etc/inittab and hash out the line that starts up Tivoli Storage 
Productivity Center, as shown in Figure 8-90.
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Figure 8-90   Disable TPC

Stop Tivoli Integrated Portal on AIX and Linux:

1. To stop Tivoli Integrated Portal, run this command in a command prompt window as 
shown in Figure 8-91:

<install_directory>/tip/profiles/TIPProfile/bin/stopServer server1
-username <tipadmin>
-password <password>

Here, <tipadmin> is the administrator user ID and <password> is the administrator 
password. Wait for the server to complete the operation.

2. To stop the IBM ADE Service, run this command in a command prompt window:

Source the environment:

. /var/ibm/common/acsi/setenv.sh

Run this command:

/usr/ibm/common/acsi/bin/acsisrv.sh stop

Note: Stop Tivoli Integrated Portal and IBM ADE Service only if no other applications 
are using these services.
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Figure 8-91   Stopping TIP

8.8  Adding a CIMOM 

Now we discuss CIMOMs and how they plug into Tivoli Storage Productivity Center.

SMI-S Providers (CIM agents) are needed by TPC to discover the devices that will be 
managed by TPC, and collect information from them. 

SMI-S uses an architecture called Common Information Model (CIM). Think of CIM in three 
layers, from bottom up:

� The Provider is the device instrumentation. These providers use an imbedded or proxy 
model when implementing the Provider.We refer to them as SMI-S Providers. They are 
also referred to as CIM agents.

� The CIMOM is a middle layer capable of connecting to multiple Providers and responding 
to CIM client requests. This layer is a combination of SMI-S Provider, data transport, and 
parts of the TPC server. It encompasses the means of requesting data from a device, 
getting the data back into TPC, and processing that data.

� The CIM Client is the application using CIM by the CIMOM. This is the TPC server. It is 
the requester of information from managed devices.

You will need an SMI-S Provider for the following types of devices:

� Storage Subsystems
� Fabric Switches
� Tape Libraries

The common steps that need to be completed to make these devices usable in TPC are to:

1. Install the device vendor’s SMI-S Provider according to the vendor’s instructions, and 
configure it to communicate with the device(s) to be managed by TPC.

2. Manually add any SMI-S Provider agents (CIMOMs) to TPC. 

3. Run a CIMOM Discovery. After each SMI-S Provider is authenticated, TPC will use that 
agent to discover devices, and record those devices in the TPC repository.

4. Create a device probe for each device or device group. These probes will collect asset 
information associated with the device, much like a data probe does for computers.

5. You can also create performance monitors for storage subsystems and fabric switches.
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8.8.1  Adding DS Open API to TPC

Here we describe an example of how you can go about adding a DS8000 CIMOM to the Tivoli 
Storage Productivity Center Server using the common steps:

1. Install DS8000 specific SMI-S provider (IBM CIM agent for DS Open API 5.4):

a. Download the correct version of the SMI-S for the specific subsystem; consult the 
vendors download instructions. In our case, we downloaded the required SMI-S for our 
subsystem being IBM CIM agent for DS Open API 5.4.

b. Install the CIM agent following the provided instructions:

Launch the setup program as seen in Figure 8-92. 

Figure 8-92   Setup Program

The Welcome panel is displayed as shown in Figure 8-93; click Next. We choose to 
accept the defaults in the next few windows and proceed with the installation.
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Figure 8-93   Welcome window

As seen in Figure 8-94, the installation has completed successfully.

Figure 8-94   CIM agent Successfully Installed
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We configured the Storage subsystems to the CIM agent as seen in Figure 8-95.

Figure 8-95   Configure Subsystems to CIM agent

We have installed and configured the CIM agent. Next, let us add the CIM agent to 
TPC.

8.8.2  Manually defining CIMOM to TPC

In this section we describe how to manually add the CIMOM to TPC:

a. Log on to TPC, navigate to Administrative Services  Data Sources  CIMOM 
Agents, and click the Add CIMOM button as shown in Figure 8-96.

Figure 8-96   Add CIMOM
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b. Enter all the information required to authenticate the CIMOM to TPC as shown in 
Figure 8-97. Refer to the IBM Tivoli Storage Productivity Center Installation and 
Configuration Guide, SC27-2338, for Interoperability Namespace information for the 
CIMOM that you are adding.

Figure 8-97   CIMOM Authentication

c. A message is displayed warning that the CIMOM testing can take up to several 
minutes (see Figure 8-98), click OK.

Figure 8-98   Warning message

d. As seen in Figure 8-99, the CIMOM has been added successfully.
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Figure 8-99   Verify CIMOM

8.8.3  CIMOM Discovery job

Follow these steps:

1. Run a CIMOM Discovery job:

a. To create a CIMOM Discovery job, navigate to Administrative Services  
Discovery  CIMOM, add a description (optional), and choose When to Run. 
We choose Run Now as seen in Figure 8-100.

Figure 8-100   Choose When to Run

 

 

 

Chapter 8. Tivoli Storage Productivity Center basic configuration and use 479



 

b. Click the Options tab, and enter the IP address or addresses for the SLP directory 
agents to be used during CIMOM discovery, as shown in Figure 8-101.

Figure 8-101   Add SLP directory agents

c. Click the Save button as seen in Figure 8-102. The CIMOM discovery has been 
submitted.

Figure 8-102   Submit CIMOM Discovery job 
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Verify the status of the submitted discovery job by navigating to Administrative 
Services  Discovery  CIMOM and confirm that the submitted job has completed 
successfully; this is indicated by a green symbol. Click the job to get a detailed view on 
the status as seen in Figure 8-103. 

Figure 8-103   Status View

We navigate to Administrative Services  Data Sources  CIMOM Agents. 
You can see that the CIMOM has been added, however, the login has failed as shown 
in Figure 8-104.

At this stage we have provided no specific authentication information to the TPC 
Server to allow the server to communicate with the CIMOM.

Figure 8-104   CIMOM Login Failed

Click the magnifying glass icon shown in Figure 8-104. We are able to provide TPC 
with the required information to log on to the CIMOM. Provide the information and click 
the Save button.
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Figure 8-105   CIMOM Login information

At this stage you can see the CIMOM added successfully when navigating to 
Administrative Services  Data Sources  CIMOM Agents as shown in 
Figure 8-106.

Figure 8-106   CIMOM Connection Successful

8.8.4  CIMOM Managed Devices

Follow these steps:

1. To see which devices are managed by the CIMOM added:

a. Navigate to Administrative Services  Data Sources  CIMOM Agents 

b. Select the CIMOM and click Show Managed Devices as shown in Figure 8-107.

Note: After adding the CIMOM on TPC using either Method 1 or Method 2, you are 
required to run a Discovery Job. This allows TPC to communicate with the CIMOM and 
discover any devices managed by the CIM agent.
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Figure 8-107   Show Managed Devices

c. We see the managed devices within the CIMOM Managed Devices window as shown 
in Figure 8-108.

Figure 8-108   CIMOM Managed Devices

2. Run a Probe job:

a. Create a Probe job, navigate to IBM Tivoli Storage Productivity Center  
Monitoring  Probes, right-click and select Create Probe as shown in Figure 8-109.

Figure 8-109   Create Probe
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b. Add devices (subsystems) to probe, as seen in Figure 8-110.

Figure 8-110   Add device

c. As seen in Figure 8-111, choose When to Run the probe, and add a Description if 
required. To complete, click the Save button, specify a Probe name, and click OK.

Figure 8-111   Save Probe
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d. Verify the status of the submitted Discovery job by navigating to IBM Tivoli Storage 
Productivity Center  Monitoring  Probes. Expand the probe job created, and 
confirm that the submitted job has completed successfully; this is indicated by a green 
symbol. Click the job to get a detailed view of the status as seen in Figure 8-112.

Figure 8-112   Verify Probe Status

Note: There are many heterogeneous SMI-S providers. Consult the vendor specific 
documentation when attempting to configure the SMI-S.
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Chapter 9. Monitoring your environment 
using Tivoli Storage Productivity 
Center 

In this chapter, we show how to use the functions of Tivoli Storage Productivity Center to 
monitor your environment. We focus on the new monitoring capabilities provided by the latest 
release of Tivoli Storage Productivity Center.

9
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9.1  IBM Tivoli Monitoring Agent for TPC

A Universal Agent for TPC is available to gather information from one or more TPC 
installations to IBM Tivoli Monitoring (ITM). This data is available for display in the Tivoli 
Enterprise Portal (TEP) for reporting, charting, and establishing situations in Tivoli Monitoring. 
This solution works with the ITM 6.1 infrastructure and runs on any platform version that is 
supported by the Universal Agent, including: Windows, AIX, Solaris, HP/UX, and Linux. For 
additional information about ITM v6.1, refer to:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/index.jsp?topic=/com.ibm.i
tm.doc_6.1/welcome.htm

With TPC V4.1, the amount of data made available to be imported into ITM / TEP has been 
increased to not only include asset information (as it does with previous releases), but to also 
include information related to the status of the TPC solution as well. This additional 
information includes, for example, data related to jobs currently running in TPC, or 
information about the status of the various internal services and components of the TPC 
server processes. It can collect information related to the TPC Health, Data Server, and Data 
Server services information, device information, alert information, and job information.

This includes: 

� TPC Health, Data Server, and Data Server services Information:

– Data Server status
– Device Server status
– Services status
– CIMOM connection status
– CIMOM information such as last Discovery, Managed devices
– Agent connection status
– Agent information such as last Discovery and Probe, Managed devices
– Equivalent information about other Tivoli Storage Productivity Center servers, VMWare 

servers

� Alert Information

– Amount of all alerts
– Alerts per component such as Computer, Data, Disk, Fabric, and so on

� Job Information

– Amount of Jobs, such as Discovery, Probe, Scans, PM
– Job Status and Details, For example: Start Time, Finish Time, Status, Log File Name
– Scheduled Jobs and Details, For example: Intervals, Creator, Name

9.1.1  How to install and configure the TPC Universal Agent

The image of the Universal Agent is located in the following directory in the TPC Disk1 image: 

� For Windows: <TPC_Disk1_image>\tool\TPCUA.zip 

� For UNIX and Linux: /<opt or usr>/tool/TPCUA.tar 

The zip or tar file contains a readme file that describes the required details on how to install 
and configure the Universal Agent.

Here we describe the procedure to install and configure the Universal Agent:

1. Decompress the TPCUA.zip (or .tar) file to a temporary directory on the machine where 
ITM is installed.
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2. Copy the contents of the TPCUA\scripts\ directory to:

<ITM HOME>\tmaitm6\scripts\

Where <ITM HOME> represents the path where ITM is installed.

3. Copy the TPC_Network.mdl file located under the TPCUA\metafiles\ directory to:

<ITM HOME>\tmaitm6\metafiles\

4. Use a text editor to edit the tpcua.properties file in the 
<ITM HOME>\tmaitm6\scripts\tpcua\config\ directory. 

Modify the OUTPUT_DIRECTORY parameter to indicate the path where you want to store 
the data collection files. The directory that you define for OUTPUT_DIRECTORY can 
contain spaces and must already exist on the system. Take note of this value for the next 
step. In our environments we used:

On UNIX: OUTPUT_DIRECTORY=/usr/tmp/tpcua_log_output 

On Windows: OUTPUT_DIRECTORY=G:\\IBM\\UA_DataCollectionFiles 

Under normal operating conditions, you do not need to modify any other parameters in 
this file.

5. Use a text editor to edit the TPC_Network.mdl file in the <ITM HOME\tmaitm6\metafiles\ 
directory. Replace all occurrences of "##CHANGEME##" with the fully qualified path 
name of the OUTPUT_DIRECTORY you specified in the previous step. The ITM Universal 
Agent uses this information to locate the data collection files. For example change: 

//SOURCE FILE '##CHANGEME##tpc.computer.out' COPY

to:

//SOURCE FILE 'C:\IBM\TPCUA\tpc.computer.out' COPY

Data files are generated when storage information is collected from the TPC database 
repository. You can also use the parameters in TPC_Network.mdl to determine 
how often data files are required. The default is 3600 seconds (1 hour). 

6. We now need to define, manage, and collect data from the TPC servers that we want to 
monitor. Start a command line session and change to the directory, 
<ITM HOME>\tmaitm6\scripts\tpcua, where <ITM HOME> represents the path where ITM 
is installed. 

7. Next we run the -config add command to add the definition of each TPC server that we 
want to monitor. The syntax of the command is as follows:

TPCUA(.bat\.sh) -config add -tpcDisplay <tpc_server_display_name> -tpcDBIP 
<tpc_server_db_ip> -tpcDBPort <tpc_database_server_listening_port> -tpcDBSchema 
<tpc_database_schema_name> -tpcDBName <name_of_the_tpc_database> -tpcDBUser 
<tpc_database_user> -tpcDBPass <tpc_database_password>

Note: In this directory, if metafiles or scripts are not available you can create it under 
the <ITM HOME>\tmaitm6 subdirectory.

Note: On a Windows platform, the back slashes in the directory path must be prefaced 
with an escape ("\") character.
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Where: 

<tpc_server_display_name> is the name that will be displayed in the data sets for owning 
a record. You must enclose this value in quotes if it contains spaces.

<tpc_server_db_ip> represents IP address of the machine where the TPC database 
repository is located. 

<tpc_database_server_listening_port> represents the port on which the TPC DB 
Manager is listening. The default value for this parameter is 50000.

<tpc_database_schema_name> is the name of the repository database schema. A typical 
default for this parameter is TPC.

<name_of_the_tpc_database> represents the actual name of the database for the 
repository. The default value for this parameter is TPCDB. <tpc_database_user> is the 
name of the database user that has access to read/select data from the database.

<tpc_database_password> is the password for the <tpc_database_user>. 

For example:

TPCUA.sh -config add -tpcDisplay Colorado -tpcDBIP 9.12.6.76 -tpcDBPort 50000 
-tpcDBSchema TPC -tpcDBName TPCDB -tpcDBUser db2admin -tpcDBPass db2admin

The result is similar to the one shown in Figure 9-1. 

Figure 9-1   TPC UA Add a server definition

8. The last TPC UA configuration step consists of importing the metafiles using a command 
line. The syntax depends on the platform. Here are examples on various platforms: 

On Windows systems, the following command must be executed from the 
<ITM_HOME>\tmaitm6 directory:

kumpcon import TPC_Network.mdl

On UNIX systems, the following command must be executed from the <ITM_HOME>/bin 
directory:

./um_console -h /opt/IBM/ITM import 
/opt/IBM/ITM/tmaitm6/metafiles/TPC_Network.mdl

After the metadata file has been imported and the Universal Agent is up and running, you can 
customize the Queries and Workspaces and create Situations.

In order to collect the data from the TPC servers defined previously, you have to run the 
following command:

TPCUA(.bat\.sh) -collect

Note: For more information about importing metafiles on UNIX, refer to:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.do
c/betaworkbook3102.htm
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An example is shown in Figure 9-2.

Figure 9-2   TPC UA Data Collection

The collection of the information from the TPC servers must be scheduled to be periodically 
refreshed. If you do not have any advanced scheduler available in your environment, such as 
IBM Tivoli Workload Scheduler, you can use the Windows Scheduler on Windows systems or 
crontab on UNIX systems.

9.1.2  TPC Universal Agent information inside TEP

Figure 9-3 shows all the queries related to the TPC Universal Agent that are now available 
when you log on to the Tivoli Enterprise Portal.

Figure 9-3   TEP view of the TPC queries
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The list of queries has been enriched in TPC V4.1 with 14 new queries reported in Table 9-1.

Table 9-1   New TPC queries

The information that you can access from TEP is the same as stored in the TPC database. 
As an example, we can show the Fabrics Alerts. Figure 9-4 and Figure 9-5 show the Alert 
view for the Fabrics in the TPC GUI. 

Figure 9-4   TPC Fabric Alerts

Query Name Description

CIMOM Shows the CIMOM status

DATA_AGENTS Shows the Data agents and their status

INBAND_AGENTS Shows the status of Inband Fabric agent

OUTBAND_AGENTS Shows the status of Outband Fabric agent

TPC_SERVER Shows all TPC Servers

VMWARE_VIRTUAL... Shows all VMWare Servers and their status

PROBESTATUS Shows the status of the latest probes

SCHEDULED_JOBS Shows the scheduled jobs including values

JOB_STATUS Shows the job status including start and finish time

SWITCH_ALERTS Show the Alters for the switches

FABRIC_ALERTS Show the Alters for the fabrics

COMPUTER_ALERTS Show the Alters for the computers

SUBSYSTEM_ALERTS Show the Alters for the subsystems

TAPELIBRARY_ALERTS Show the Alters for the Tape Libraries
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The same information can be accessed from TEP.

Figure 9-5   TEP view for the Fabric Alerts

In Figure 9-5, notice the server name corresponding to the tpcDisplay name that we provided 
when we added the server during the TPC Universal Agent configuration. The Timestamp 
represents the last time the query was executed.

The default queries and workspaces can be modified following the specific environment 
needs, and new ITM Situations can be defined. For all the information related to these tasks, 
you can refer to the IBM Tivoli Monitoring User's Guide for your specific platform for details. 
These books can be found at the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.doc/itm6
10usersguide.htm

9.2  TPC for Replication monitoring and alerting

As discussed in previous chapters, the integration between TPC and TPC for Replication is 
now very tight. This integration is visible in many contexts.

We have already presented the installation procedure that now includes the installation of 
both products in a unified flow. We also presented the Single Sign-On feature that allows you 
to move from TIP and TPC GUI to TPC for Replication Web UI without the need to provide 
the user credentials every time. We have also provided a description of the various launch 
points in the TPC GUI from which it is possible to execute a Launch in Context to open 
specific pages of the TPC for Replication Web UI. For additional details, see 6.2.3, “SSO and 
LIC from TPC to TPC for Replication” on page 364.

In this section, we present additional integration points between the two products, specifically 
the behaviors that have been added in order to improve the ease of monitoring and handling 
the entire SAN from a single point of control.

9.2.1  TPC for Replication information and behaviors in the TPC GUI

From the TPC GUI, it is now possible to monitor the status of the TPC for Replication server. 
Under Administrative services  Services, a new Replication Server entry has been 
added. By clicking it, the panel shown in Figure 9-6 is displayed showing the status of the 
TPC for Replication server. An additional button is provided to check the connectivity with the 
server.

Warning: The integration described hereafter is enabled only if TPC and TPC for 
Replication are installed and running on the system. No integration is available if the two 
products are running on separate systems.

 

 

 

Chapter 9. Monitoring your environment using Tivoli Storage Productivity Center 493

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.doc/itm610usersguide.htm


 

Figure 9-6   Replication server status

Additional information has also been added related to the storage subsystems and their role 
in the TPC for Replication.

In the TPC GUI under the IBM Tivoli Storage Productivity Center  Configuration Utility 
node, on the Disk Manager tab, there is new column in the Storage Subsystems section, 
called Enabled for Replication, which indicates whether a subsystem is enabled for 
replication or not as shown in Figure 9-7. When a subsystem is added in TPC for Replication, 
the information is propagated to TPC and visible in the GUI. Because the integration scope is 
limited to the Storage Subsystems supported by TPC-R (DS8000, SVC, ESS, and DS6000), 
for all other systems, the value shown in this column is Not Supported.

Figure 9-7   Subsystems enabled for replication
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When opening the Storage Subsystem details panel of a subsystem enabled for replication, 
additional information is now displayed related to its replication information, as shown in 
Figure 9-8.

Figure 9-8   Replication information in the subsystem panel

When a Volume (or VDisk for SVC) is deleted from TPC, it now checks if the Volume or VDisk 
is in a replication session or not on the TPC for Replication side, and allows or denies deletion 
accordingly. An example of the denial message is shown in Figure 9-9.

Figure 9-9   Deny to delete a volume if in a Replication session.

A similar message is issued when a Storage Subsystem is deleted from TPC. It now checks if 
the subsystem is used in a replication session or not, and deletion is not allowed if it is used in 
a replication session.
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9.2.2  TPC for Replication Alerts

TPC for Replication alerts are now shown in TPC alert log. Following the path IBM Tivoli 
Productivity Center  Alerting  Alert Log, there is a new node, Replication. By clicking 
it, a table is displayed with the same “details” panel functionality as other TPC alert logs, 
where all the TPC for Replication alerts are visible. See Figure 9-10.

Figure 9-10   TPC for Replication alerts

The details of an alert can be seen by clicking the magnifying glass icon next to the alert. See 
Figure 9-11. By right-clicking a specific alert, a Launch in Context option is present in the 
menu. It allows you to move to the TPC for Replication Web UI panels relating to the alert 
category and context of the alert.

Warning: At the time this book is being published, a known problem in the integration 
between TPC and TPC for Replication exists. In certain cases, TPC for Replication launch 
points do not show up under the Replication Manager tab of the Configuration Utility node 
in the TPC GUI also if the TPC for Replication server is correctly configured and running. 

Moreover, the Launch in Context feature of the TPC for Replication GUI from the 
Replication Alerts is not available. The cause of this problem is a result of the TPC for 
Replication WAR file (CSM-TIP.war) not being installed or corrupted in TIP. 

To solve the problem, it is necessary to remove the CSM-TIP.war file from TIP if it is 
already deployed, and then deploy it again as described in “Procedure to remove and then 
re-deploy the CSM-TIP.war file” on page 367.
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Figure 9-11   TPC for Replication alert details

The alerts coming from TPC for Replication and shown in the TPC GUI are related to five 
SNMP traps that TPC for Replication can issue:

� Communication Failure
� Configuration Change
� Management Server State Change
� Session State Change
� Suspending Event Notification

In the TPC GUI, there is also a new top level node in the TPC Navigation Tree, called 
Replication Manager, which allows configuration of replication alerts, based on triggering 
conditions. A sub-node there, called Replication Management, brings up launch buttons for 
launching to the TPC for Replication GUI as already described in 6.2.3, “SSO and LIC from 
TPC to TPC for Replication” on page 364.

The additional panels accessible under Alerting  Reporting Alerts can be used to enable 
or disable the triggering of the alerts and to set the trigger action for TPC to take if any of 
these alerts are sent to TPC from TPC for Replication. As an example, Figure 9-12 shows the 
panel related to the TPC for Replication Communication Failure alerts.
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Figure 9-12   TPC for Replication Communication Failure alerts panel

9.3  Storage Resource Group monitoring and alerting

The Storage Resource Groups concept added in TPC V4.1 offer a way to logically group 
multiple storage related entities in a single object. The advantages that this new TPC feature 
offers in terms of reporting and planning activities are presented in other chapters of this 
book.

Additionally, the Storage Resource Groups can also be used for monitoring purposes. This 
activity is mainly carried out from the Topology View. L0 and L2 Storage Resource Group 
views have been added to the Topology View. In Figure 9-13 you can see the Storage 
Resource Group L2 view. 

Notice that there is an icon related to the Storage Resource Group operational status: This 
information is “propagated” upwards and “health” of the group members becomes the “health” 
of the group itself. This is extremely helpful to quickly check the status of a group if, for 
example, the group logically represents an application.
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Figure 9-13   L2 Topology View for Storage Resource Groups

The information about the alerts is also propagated from the members upwards to the group. 
The corresponding graphical indicator is visible next to the Storage Resource Group icon and 
an alert overlay is made available as shown in Figure 9-14.

Figure 9-14   Alert Overlay for Storage Resource Group
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Additionally the Storage Resource Groups health status is reported in the Storage Resource 
Group Management panel, as shown in Figure 9-15.

Figure 9-15   Storage Resource Group Management panel
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9.4  Monitoring additional storage subsystems

In this section, we discuss how TPC can be used to monitor additional storage subsystems.

9.4.1  Basic support for EMC PowerPath V4

With TPC V4.1, you can now also handle EMC PowerPath storage systems such as 
CLARiiON and Symmetrix. The EMC PowerPath version supported is at Version 4.0 or later. 
If you are using such storage systems, you can discover host volume information and display 
detailed information of the volumes for capacity planning purposes. Additionally, connection 
reports can show the connectivity from the host to the storage subsystems.

From a monitoring point of view in the Topology Viewer, you can now see the disks provided 
by the EMC Powerpath driver and detected by TPC. Furthermore, you are able to see the 
correlation of EMC Powerpath provided hdisks to EMC storage subsystems. An example is 
provided in Figure 9-16.

Figure 9-16   EMC subsystem in the topology view

The health status indicator for the subsystem is easily visible close to the subsystem icon to 
allow immediately evaluate the subsystem status. The information about the alerts is also 
available; the corresponding graphical indicator is visible next to the subsystem icon and an 
alert overlay is available.

Notice that the Data Path Explorer does not show multipathing.

 

 

 

Chapter 9. Monitoring your environment using Tivoli Storage Productivity Center 501



 

9.4.2  Monitoring IBM N Series and NetApp devices

Previous versions of TPC provided support for the IBM N Series and Network Appliance 
(NetApp) storage systems through the Data agents. The TPC for Data agent was designated 
as the “proxy agent” responsible for collecting asset and quota information from assigned 
filers by SNMP. 

TPC V4.1 adds the support for the NetApp SMI-S 1.2 Array profile implementation of the Data 
ONTAP systems SMI-S Agent V3.0. The proprietary SNMP based TPC functionality works 
concurrently with the new TPC support for the SMI-S 1.2 Array profile implementation of the 
Data ONTAP SMI-S Agent 3.0.

The Data ONTAP systems supported through the CIMOM agent are those at release level 
7.2.x and 7.3.x. The CIMOM agent is not implemented within the ONTAP system, but it needs 
to be installed on an external server like any other CIMOM agent. In order to use it within 
TPC, the user has to install and configure the Data ONTAP SMI-S Agent (CIMOM) and 
configure the CIMOM by adding filers to its configuration.

To use the new SMI-S Functionality inside TPC V4.1 after the Data ONTAP SMI-S Agent 
(CIMOM) has been installed and configured, we need to add the CIMOM to the TPC list of the 
managed CIMOMs. We can use the standard TPC procedures to accomplish this task, either 
by adding it manually or running a CIMOM Discovery job. Then we can create and run a 
probe job for the configured Filers. This collects TPC for Disk data.

In the TPC GUI under the CIMOM Agents panel, we can then check the CIMOM status and 
the managed devices as shown in Figure 9-17.

Figure 9-17   NetApp CMOM and managed devices

Note: The Data ONTAP SMI-S Agent 3.0 Download and Configuration information can be 
found at the following site:

http://communities.netapp.com/docs/DOC-1055%3Bjsessionid=A65BBE797584630BD05E62
17403B3F90
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TPC V4.1 can receive and store all the alerts related to the newly added NetApp subsystems. 
They are available from the TPC GUI under IBM Tivoli Storage Productivity Center  
Alerting  Alert Logs  Storage Subsystem together with the other storage subsystems 
alerts. See Figure 9-18.

Figure 9-18   NetApp Alerts

Note: Certain alerts are generated only after performing a probe. For this reason, we 
strongly suggest that you perform a probe right after having added the CIMOM.
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Each NetApp subsystem can also be monitored from the Topology View. Its operational 
status can be easily checked, due to the graphical indicator on the subsystem icon or through 
the information provided in the details panel as shown here in Figure 9-19. 

Also, the information about the alerts is available; the corresponding graphical indicator is 
visible on the right next to the subsystem icon and an alert overlay is available, similar to the 
one shown in Figure 9-14 on page 499.

Figure 9-19   nSeries subsystem status in the Topology View
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Chapter 10. Reporting through TPC 

In this chapter, we focus on the built-in reporting functions of TPC 4.1. For information about 
creating customized reports through external tools such as Tivoli Common Reporting / BIRT, 
see Chapter 11, “Customized Reporting through Tivoli Common Reporting” on page 523. 
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10.1  Reporting overview

TPC collects a wide range of information from the storage environment it is monitoring. 
All collected data, including configuration data, utilization data, and performance data is 
stored in a relational DB2 database schema. This chapter provides an overview illustrating 
the various reports that TPC can generate from this collected data.

In addition to information collected from the storage environment, TPC provides reports on its 
internal definitions such as Data Sources and Groups, including newly introduced Storage 
Resource Groups.

There are multiple options available to extract data from TPC:

TPC GUI TPC’s Graphical User Interface (GUI) provides access to a large 
number of predefined reports, provides charting and graphing 
functions, allows customizing reports (up to a certain extent) as well as 
scheduling them to run on a repeated basis (called “Batch Reports”). 
In addition, a graphical Topology Viewer is provided to interactively 
browse the current, as well as historic states of the monitored storage 
environment (Configuration History).

Batch Reports As already mentioned, the TPC GUI allows definition of Batch Reports 
which are typically scheduled to run repeatedly, producing output in 
either CSV (comma separated values), plain text, PDF or HTML 
format. A subset of the reports available through the GUI can be 
exported that way in order to allow for automatic publishing or 
post-processing of TPC data, without having to invoke either GUI or 
CLI.

Batch reports require installation of a TPC Data agent in order to run; 
thus, they are only available with the TPC for Data or TPC Standard 
Edition licenses.

TPC CLI (TPCTOOL) TPC’s Command Line Interface (CLI, also known as TPCTOOL) 
provides programmatic access to a subset of the reports that are 
available through the GUI—primarily performance reports, as well as a 
limited amount of configuration reports.

For additional information about reporting by TPC CLI, refer to SAN 
Storage Performance Management Using TPC, SG24-7364, Chapter 
7.1. “CLI - TPCTOOL as a reporting tool.” In addition, refer to 
Reporting with TPCTOOL, REDP-4230 for detailed information about 
how to use TPC’s Command Line Interface to generate reports.

TPC Reporter IBM TPC Reporter is a Java application developed to allow export of 
historic performance, as well as limited amounts of configuration data 
for certain subsystems. It produces a white paper style PDF document 
with all relevant information, which makes sending the information by 
e-mail very easy.

For additional information about using TPC Reporter to generate 
reports, refer to SAN Storage Performance Management Using TPC, 
SG24-7364, Chapter 7.2 TPC Reporter.
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Reporting Database Introduced in TPC 4.1, a set of database views is available to access
Views data from DB2 directly using Structured Query Language (SQL). The 

views represent the raw data “behind” the reports that can be 
produced through GUI and CLI, thus allowing very flexible 
customizations.

Notice that the database views do not allow exporting the reports 
readily available through GUI and CLI directly, but instead provide 
access to the actual data within the database repository. When 
generating reports through TPC GUI, for example, additional 
calculations are performed on the data in the repository.

SQL access to database views are covered in detail in 11.2, 
“Database repository access” on page 524.

10.2  Generating reports using TPC GUI

Reports in the TPC GUI are organized into reporting types and reporting categories. Whereas 
reporting types define how the report is handled by the system (run online or offline, user or 
system defined), reporting categories are intended to organize the sheer amount of available 
reports and help users find the information that they are particularly interested in.

The available reporting types are:

� User-defined online reports
� (Pre-defined) system reports
� User ID (saved) reports
� Batch reports

For more detailed information about the various reporting types, refer to IBM Tivoli Storage 
Productivity Center User’s Guide, SC27-2338, Chapter 5. Reporting  Choosing a reporting 
type.

The available reporting categories are:

� Asset reports
� Availability reports
� TPC-wide Storage Space (new in TPC 4.1, previously Capacity reports)
� Usage reports
� Usage violation reports
� Backup reports
� Monitored Computer Storage Space (new in TPC 4.1)
� Storage Subsystem reports
� Storage Subsystem Performance reports
� Switch Performance reports
� Rollup reports
� Data Source reports (new in TPC 4.1)

For more detailed information about the various reporting categories, refer to IBM Tivoli 
Storage Productivity Center User’s Guide, SC27-2338, Chapter 5. Reporting  Choosing a 
reporting category.

Note: All reporting functions just mentioned only allow extracting data that has previously 
been collected to the database repository. The configured data sources and collection 
jobs, collection periods, and frequencies, as well as history retention settings, will affect the 
amount of information that is shown in any kind of report.
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10.3  What is new with TPC Version 4.1

There have been multiple name changes for consistency, Navigation Tree restructuring, as 
well as completely new reports introduced with Tivoli Storage Productivity Center V4.1. This 
chapter describes those changes and refers to additional documentation where appropriate.

10.3.1  Navigation Tree restructuring

In TPC’s Navigation Tree, the branch named IBM Tivoli Storage Productivity Center 
(formerly IBM TotalStorage Productivity Center) was restructured to be more consistent with 
the other branches (such as Data Manager, Disk Manager, Fabric Manager, Tape Manager, 
and so on).

You will now find a sub-branch named Reporting, containing elements previously found 
under the top-level branch:

� My Reports
� System Reports
� Rollup Reports
� Data Source Reports (new in TPC 4.1)

See Figure 10-1 for a detailed comparison of the Navigation Tree structure:

Figure 10-1   Comparison of Navigation Tree structure

Tip: For a list of common questions that you might have while managing your storage 
resources, as well as the corresponding reports that help answer these questions, refer to 
Chapter 5. “Reporting: What can I find out using reports?” in IBM Tivoli Storage 
Productivity Center User’s Guide, SC27-2338.
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10.3.2  Name changes for consistency

The Capacity reporting category, found under the Data Manager  Reporting Navigation 
Tree branch, has been renamed to TPC-wide Storage Space. The included reports have been 
renamed as well and are now titled:

� Disk Space
� File System Space
� Consumed Files System Space
� Available File System Space

See Figure 10-2 for a detailed comparison of the Data Manager Navigation Tree structure, 
including new Monitored Computer Storage Space reports, which we discuss subsequently.

Figure 10-2   Comparison of Data Manager Navigation Tree structure

In addition, various report columns and labels have been renamed to be more consistent 
throughout the product. Examples for those resolved inconsistencies include “Volume” in 
place of “LUN” and “Space” in place of “Capacity”.

In order to ease transition, the old column names are still included in the online help panels, 
accessible from within the TPC GUI by pressing the <F1> key. See Figure 10-3 for an 
example:
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Figure 10-3   TPC GUI online help

Because Batch Reports are widely used in custom scripting solutions, it is possible to revert 
the column names used in Batch Reports to the TPC 3.x terminology. This will assure that 
scripts parsing Batch Report output will continue to work with TPC Version 4.1. In order to 
change the column naming for Batch reports, use the Classic Column Names Specification 
option found during definition of a Batch Report under the Options tab. See Figure 10-4 for an 
example.

Figure 10-4   Batch report options
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Refer to IBM Tivoli Storage Productivity Center User’s Guide, SC27-2338, Chapter 5. 
“Reporting for additional details on the individual report columns.”

10.3.3  New Disk Manager reports

Various new Storage Subsystem reports are now available under the Disk Manager 
Navigation Tree branch. Those reports provide asset-type information for:

� Disks
� Volumes
� Storage Pools
� Array Sites
� Disk Groups
� Ranks

Because the reports are found under the Disk Manager Navigation Tree branch, they are 
available with TPC Basic Edition or TPC for Disk licenses.

In previous releases of TPC, this information was already available within the Data 
Manager  Reporting  Asset branch. The Data Manager branch, however, is only 
available when a valid TPC for Data or TPC Standard Edition license is in place. Thus, the 
information was not available to TPC Basic Edition or TPC for Disk installations before.

See Figure 10-5 for a detailed comparison of the Disk Manager Navigation Tree structure.

Figure 10-5   Comparison of Disk Manager Navigation Tree structure

10.3.4  New Data Source reports

As already mentioned, TPC Version 4.1 introduces a new reporting category: Data Source 
reports. It can be found in the Navigation Tree under IBM Tivoli Storage Productivity 
Center  Reporting  Data Source Reports. Currently, the only available sub-category is 
CIMOM Agents.

Note: This option only applies to the output generated by Batch Reports and not to any 
GUI panels. Also notice that this will obviously not change the behavior of Batch Reports 
generating graphical charts.
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The reports contained in this reporting category provide detailed information about the agents 
from which Tivoli Storage Productivity Center collects data. The information was already 
available before under the Administrative Services Navigation Tree branch, but now 
customization of report columns, sorting, filtering, data export, and Batch reporting is also 
possible.

The CIMOM Agents  By CIMOM Agent report contains one row for each CIMOM that is 
registered with TPC. It contains detailed information about the CIMOM itself, but only 
statistical information about the managed devices (such as “Number of Managed Devices”). 
See Figure 10-6 for an example. 

Figure 10-6   CIMOM Agents report By CIMOM Agent

The CIMOM Agents  By Managed Device report, in turn, contains one row for each device 
managed by a registered CIMOM. It contains detailed information about the device and the 
CIMOM that is currently being used to access it. See Figure 10-7 for an example.

Figure 10-7   CIMOM Agents report By Managed Device

For a detailed description of the individual report columns, refer to IBM Tivoli Storage 
Productivity Center User’s Guide, SC27-2338, Chapter 5. Reporting  Data source reports - 
CIMOM agents.

Tip: Note the drill-down option to quickly retrieve additional device specific details.
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10.3.5  New Monitored Computer Storage Space reports

Another new reporting category was introduced in order to provide better reporting on 
operating system virtualized storage (such as when using Logical Volume Managers), shared 
storage (such as shared cluster volumes) and Virtual Machine storage (such as when using 
VMWare hypervisors). It can be found in the Navigation Tree under Data Manager  
Reporting  Monitored Computer Storage Space. Available sub-categories include Disk 
Storage and Non-Disk Storage.

The Monitored Computer Storage Space  Disk Storage reporting category provides 
information about computer storage space that resides on physical disks, either local hard 
drives or SAN disks. See Figure 10-8 for an example.

Figure 10-8   Monitored Computer Storage Space report on Disk Storage

There are two sub-categories available in order to differentiate between local hard drives 
(Disk Storage Not On Storage Subsystems) and SAN disks (Disk Storage On Storage 
Subsystems).

The All Disk Storage sub-category contains both local hard drives and SAN disks, but the 
following columns still allow differentiating the disk type:

� Fibre Attached
� Mapped to Storage Subsystem
� Correlated (This indicates whether or not the storage has been correlated to a monitored 

storage subsystem. In this case, the storage can be correlated to existing Disk Manager 
reports.)

The following columns are available to help relate back virtual disks in VMWare hypervisor 
environments:

� VM Disk File
� VMFS Disk
� VMFS Mount Point
� Hypervisor Name

The following report column indicates whether or not the file system or logical volume is 
shared by more than one computer, such as with cluster volumes:

� Shared
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The following column indicates an error with the unique identification of a computer disk:

� Overallocated

The Monitored Computer Storage Space  Non-Disk Storage reporting category 
provides information about computer storage space that resides on a remote mount or a 
network attached server, as well as special devices such as shared memory pseudo-devices 
(such as /dev/shm). See Figure 10-9 for an example. 

Figure 10-9   Monitored Computer Storage Space report on Non-Disk Storage

For a detailed description of the available reports and all available columns, refer to IBM Tivoli 
Storage Productivity Center User’s Guide, SC27-2338, Chapter 5. Reporting  Monitored 
Computer Storage Space reports.

10.3.6  New IBM N Series and NetApp reports

The previous versions of Tivoli Storage Productivity Center already provided support for the 
IBM N Series and Network Appliance (NetApp) storage subsystems through the TPC Data 
agents. The TPC Data agent was designated as the ‘proxy agent’ responsible for collecting 
asset and quota information from assigned filers by SNMP. These information can be 
gathered also with TPC V4.1 and can be used to generate for example the reports available 
under Data Manager  Reporting  Asset  By OS Type  Network Appliance:

� Controllers
� Disks
� File System or Logical Volumes
� Exports or Shares
� Monitored Directories

TPC V4.1 adds support for the NetApp SMI-S 1.2 Array profile implementation of the Data 
ONTAP systems SMI-S Agent 3.0. The proprietary SNMP based TPC functionality works 
concurrently with the new TPC support for the SMI-S Agent.

Attention: Any storage that is overallocated will result in incorrect results in the calculation 
of the overall storage space (“Total” row)!

Tip: The NetApp SMI-S agent can be obtained from the following URL. Notice that you will 
need a NOW™ account in order to download the SMI-S agent:

http://now.netapp.com
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After the Data ONTAP Agent (CIMOM) has been installed and configured, you can use it to 
collect data using Discovery, Probe, and Performance Monitor jobs. Proprietary TPC for Data 
functionality that relies on the filer being presented as a “computer” will remain in place, 
whereas the new TPC functionality that relies on SMI-S will display the filer as a “subsystem.”

Thanks to the new SMI-S Agent support, in the TPC GUI under Data Manager  
Reporting  Asset  By Storage Subsystem, a filer is now presented as a subsystem. 
You can drill down through the storage subsystem configuration in a hierarchical manner to 
display reports on:

� Storage Pools
� Disks
� Volumes

See Figure 10-10 for an example. 

Figure 10-10   NetApp subsystem Pools, Disks and Volumes
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Notice that similar information is also available under Disk Manager  Reporting  
Storage Subsystems  Storage Pools / Disks / Volumes. You can, for example, use the 
Disk Manager  Reporting  Storage Subsystems  Storage Pools report to display 
the capacity of storage pools for NetApp subsystems, as illustrated in Figure 10-11.

Figure 10-11   Storage Pools report for NetApp subsystems

NetApp subsystems are now also represented as subsystems in Topology Viewer, where you 
can see the relation of Volumes, Storage Pools, and Disks. Furthermore, you can now collect 
and report on performance data from this type of subsystem. After having collected 
performance samples with a TPC Subsystem Performance Monitor job, you can report on the 
performance information using pre-existent TPC reports.

Currently, NetApp devices populate the following Storage Subsystem Performance reports:

� By Volume
� By Port
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See Figure 10-12 for an example.

Figure 10-12   Storage Subsystem Performance By Volume report

Finally, an additional performance reporting overlay is present in Topology Viewer for NetApp 
subsystem volumes and ports.

10.3.7  New EMC PowerPath reports

Disks provided by the EMC PowerPath driver Version 4.x or later are detected by TPC’s Data 
agent, as well as the newly introduced Storage Resource agent. They will be visible in 
Topology Viewer and in reports under Data Manager  Reporting  Asset. The reports 
are accurate in not double counting capacities.

The correlation of EMC Powerpath provided disks to EMC storage subsystems is supported 
and the relation is visible in the Topology Viewer. Multipathing information, however, is not 
available for those disks.

10.3.8  New Storage Resource Group reports

Technically, Storage Resource Groups (SRGs) are user-defined groups of storage assets. 
They can be used, for example, to model applications, geographies, ownerships, projects, or 
service levels.

Storage Resource Groups can be displayed in the Topology Viewer. There is a L0 and a L2 
view for them. The health states of the members of a Storage Resource Group are 
propagated upwards to become the health of the SRG itself; this allows application health 
monitoring.
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See Figure 10-13 for an example of a Storage Resource Group L2 Topology View:

Figure 10-13   Storage Resource Group in Topology Viewer

There are currently no tabular reports available for Storage Resource Groups.

Note: When adding entities to a SRG, Topology Viewer will also display the related entities 
as well. This is done on purpose because it allows visualization of the entity’s context.

For example, when adding a volume, the related pool and subsystem will be displayed as 
well. When adding a switch, the related fabric will be displayed, and so on.
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10.3.9  New XIV Storage Subsystem reports

Tivoli Storage Productivity Center V4.1 introduces basic support for the XIV Storage 
Subsystem. This includes basic capacity and asset information in tabular reports as well as in 
Topology Viewer. In addition, LUN Correlation information is available.

TPC Probes collect the following information from XIV systems:

� Storage Pools
� Volumes
� Disks
� Ports
� Host definitions, LUN Mapping and Masking information

Due to the fact that the XIV Storage Subsystems provide Thin Provisioning by default, 
additional columns for the thin provisioning properties of Volumes, Pools, and Subsystems 
were introduced to the TPC GUI. 

Notice that TPC’s terminology of configured space accords with XIV’s terminology of “soft” or 
“virtual” capacity, whereas TPC’s terminology of real space accords with XIV’s terminology of 
“hard” or “physical” space.

Additional Configured Real Space and Available Real Space columns were introduced to 
report on the hard capacity of a subsystem, whereas the pre-existent Consumed Space and 
Available Space columns now report on the soft capacity of a subsystem in the following 
reports:

� Storage Subsystem list under Disk Manager  Storage Subsystems

� Storage Subsystem Details panel under Disk Manager  Storage Subsystems

� Storage Subsystem Details panel under Data Manager  Reporting  Asset  By 
Storage Subsystem

� Data Manager  Reporting  Asset  System-wide  Storage Subsystems

� Data Manager  Reporting  TPC-wide Storage Space  Disk Space  By Storage 
Subsystem (Group)

Note: Space is calculated differently in the XIV Graphical User Interface (GUI) and the 
Command Line Interface (CLI) than the way it is in TPC. XIV defines 1 Gigabyte as 109 = 
1,000,000,000 Bytes, whereas TPC defines 1 Gigabyte as 230 = 1,073,741,824 Bytes.

This is why capacity information might not seem the same (wrong) when comparing the 
XIV GUI with the TPC GUI, when in fact it is the exact same value.
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See Figure 10-14 for an example of the Storage Subsystem Details panel.

Figure 10-14   Storage Subsystem Details panel

Configured Real Space and Available Real Space columns, reporting on the hard capacity of 
a storage pool, were also added to the following report:

� Storage Pool Details panel under Data Manager  Reporting  Asset  By Storage 
Subsystem  <Subsystem Name>  Storage Pools

See Figure 10-15 for an example of the Storage Pool Details panel.

Figure 10-15   Storage Pool Details panel
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A Volume Real Space column was added to report on the hard capacity of a volume, whereas 
the pre-existent Volume Space columns report on the soft capacity of a volume in the 
following reports:

� Volume Details panel under Disk Manager  Storage Subsystems  Volumes

� Disk Manager  Reporting  Storage Subsystems  Volumes

� Disk Manager  Reporting  Storage Subsystems  Volume to HBA Assignment

� Added Back-End Volume Real Space for XIV volumes as back-end volumes under 
Disk Manager  Reporting  Storage Subsystems  Volume to Back-End Volume 
Assignment

� Volume Details panel under Data Manager  Reporting  Asset  By Storage 
Subsystem  <Subsystem Name>  Volumes

� Data Manager  Reporting  Asset  System-wide  Volumes

See Figure 10-16 for an example of the Volume Details panel:

Figure 10-16   Volume Details panel

Due to the XIV architecture and the fact that each volume resides on all disks, certain reports 
in the TPC GUI will not provide meaningful information for XIV Storage Subsystems. 
Correlation of disks and volumes, for example under the Data Manager  Reporting  
Asset  By Storage Subsystem branch, is not possible - TPC will not report any volumes 
under the branch of a particular disk.

Also, because XIV Storage pools are used to group volumes but not disks, no disks will be 
reported for a particular storage pool under the reporting branch just mentioned.

Finally, the following reports will not contain any information for XIV Storage Subsystems:

� Disk Manager  Reporting  Storage Subsystems  Computer Views  By 
Computer (Relate Computers to Disks)

� Disk Manager  Reporting  Storage Subsystems  Computer Views  By 
Computer Group (Relate Computers to Disks)

� Disk Manager  Reporting  Storage Subsystems  Computer Views  By 
Filesystem/Logical Volume (Relate Filesystems/Logical Volumes to Disks)

� Disk Manager  Reporting  Storage Subsystems  Computer Views  By 
Filesystem Group (Relate Filesystems/Logical Volumes to Disks)

� Disk Manager  Reporting  Storage Subsystems  Storage Subsystem Views  
Disks (Relate Disks to Computers)
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Chapter 11. Customized Reporting through 
Tivoli Common Reporting

In this chapter, we focus on creating customized reports using external tools such as Tivoli 
Common Reporting / BIRT. For information about using TPC’s built-in reporting capabilities, 
see Chapter 10, “Reporting through TPC” on page 505. 
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11.1  Customized reporting overview

Tivoli Storage Productivity Center provides a vast amount of reports readily available through 
either Graphical User Interface (GUI) or Command Line Interface (CLI). Pre-defined report 
definitions can be customized (up to a certain extent) and saved for future reference. In 
addition, reports can be scheduled to run repeatedly (Batch Reports) allowing automated 
publication of data without having to invoke TPC GUI or CLI.

For certain usage scenarios, however, those existing reporting functions do not offer 
sufficient flexibility. Those usage scenarios include:

� Combining and merging information collected through TPC with external data sources, for 
example, in order to implement custom chargeback solutions

� Complex calculation, transformation, or post-processing of data collected through TPC

� Integration of information collected through TPC into external database repositories, for 
example, in order to feed custom configuration databases

To work around those limitations, it has always been possible to export data into a 
machine-readable format such as CSV (comma separated values). Custom scripts or 
spreadsheet applications such as Microsoft Excel® can then be used to read in (parse) the 
information prior to performing the desired calculation / transformation. This process, 
however, is lengthy, complex, error prone, and inefficient.

To address these deficiencies, Tivoli Storage Productivity Center V4.1 provides supported 
means to access the TPC database repository using Structured Query Language (SQL), as 
outlined in this chapter.

11.2  Database repository access

IBM Tivoli Storage Productivity Center stores information that it collects from the storage 
environment, in its DB2 database repository. Data collection jobs define how often data is 
being read from the available data sources, and history retention settings define how long the 
collected data has to be stored before it is being aggregated and finally purged (deleted) from 
the repository.

In addition, TPC-specific definitions such as Data Sources and Groups are stored in the 
database repository as well. They are, of course, not automatically purged.

In this section, we outline the technical details of how repository access for reporting 
purposes is implemented, and what needs to be considered when accessing the data. 
At the end of the chapter, we walk through an example query development process.

11.2.1  Relational database fundamentals

Information in the database repository is organized into a set of Tables. Relational database 
tables can be considered a logical abstraction of the storage space available to the database 
system. Table rows (data records) can be inserted into tables and removed from tables, 
without having to consider placement of data on the physical disk.

Note: We assume that readers have a certain level of understanding of relational database 
concepts. Basic principles and terms used throughout this chapter are introduced briefly, 
but not explained in detail.
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Tables contain one or more Columns, each of a certain data type (such as number or text). 
Each row that is inserted into the table must follow this definition and contain one value for 
each of the defined columns (fields). Fields can, however, have default values as well.

In a relational database, the Schema defines tables, the fields in each table, and the 
relationships between fields and tables.

A View is a way of describing data that exists in one or more of these tables. A view 
“behaves” just like a table, even though it does not contain any data, but only refers to 
information that is stored in tables. Thus, it can be considered an abstraction of the actual 
table structure; you can use views without having to know in which tables the data is actually 
stored.

The Structured Query Language (SQL) can be used to retrieve information from tables or 
views. Using SQL statements, you can precisely define which data is to be retrieved from the 
database repository. The information queried using SQL statements can then be used, for 
example, to populate a report outside of Tivoli Storage Productivity Center. The SQL 
language offers a flexible and comprehensive means of doing so.

The SQL language also allows defining complex calculations and post-processing of data 
retrieved from tables or views, for example, sorting, filtering, merging, statistical operations, 
and lookups. Those calculations and transformations are performed by the database 
management system itself without having to invoke additional software. In addition, modern 
database systems such as IBM DB2 allow definition of User Defined Functions (UDFs) to 
perform custom calculations and complex transformations very efficiently.

11.2.2  TPC database repository access

IBM Tivoli Storage Productivity Center uses a DB2 database repository to store its 
information. Accessing the TPC repository tables directly (using SQL) while bypassing the 
server components was already possible in the past, but there were major concerns with 
doing so:

� The database schema was possibly changed from one TPC release to another in order to 
address defects or implement improvements. Any statement written against a certain TPC 
version was not guaranteed to work with subsequent versions.

� Because the TPC internal database schema was not officially documented, writing SQL 
queries involved reverse-engineering of the table structure which was complex, lengthy, 
and cumbersome.

� Due to the transaction concept of database systems, querying data from tables usually 
“locks” the read data records until the transaction is committed. Without according 
measures, querying data for reporting purposes might interfere TPC server operations 
because of potential locking issues.

In TPC V4.1 a set of “stable” database views was introduced to address those issues. 
SQL statements written against the new database views are guaranteed to work also in 
subsequent versions of TPC. Any changes to the internal database structure can be hidden 
through adoption of the view definitions.

Warning: Insertion of new data or modification of existing data in the repository tables is 
currently out of scope and generally not possible. Attempting to do so will cause corruption 
of the database repository.

The only supported way of accessing the repository views is for read-only (SELECT).

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 525



 

The data model, which is based on the SMI-S model, is now fully documented and, in 
addition, was simplified compared to the internal repository schema. The internal schema is 
optimized for use by the TPC server, whereas the repository views are intended to be used 
for reporting. This simplification includes resolution of strings, in turn lifting the requirement to 
decode complex values manually.

Certain TPC-internal data not having any relevance outside of the TPC server itself, is not 
surfaced through the reporting views. This further reduces the complexity and size of the 
database schema.

Notice that the database views do not allow exporting the reports readily available through 
GUI and CLI directly, but instead provide access to the actual data within the database 
repository. When generating reports through TPC GUI, for example, additional calculations 
are performed on the data in the repository.

You can use the Structured Query Language (SQL) to retrieve information from reporting 
views and then use that information in reports and applications outside of Tivoli Storage 
Productivity Center. Those applications include, but are not limited to:

� Microsoft Excel or other spreadsheet applications using ODBC, for example
� Tivoli Common Reporting (TCR) / Business Intelligence and Reporting Tools (BIRT)
� Storage Enterprise Resource Planner (SERP)
� IBM Cognos®
� Crystal Reports
� Any scripting language providing SQL database interfaces, such as Perl, PHP or Ruby.

The views are created within a separate DB2 schema when the Database Schema 
component of the TPC server is installed. The name of the schema containing the reporting 
views is TPCREPORT, whereas all TPC-internal tables are stored in a schema named TPC.

Important: The risk of potential locking issues interfering the TPC server operations was 
not completely voided with the introduction of stable database views! You must take 
according measures to avoid conflicts when querying data from the TPC repository!

This is especially true when using low-level SQL interfaces, such as the ones provided by 
scripting languages. Be sure to always use an isolation level of UR (Uncommitted Read) 
and a Fetch Only connection type when connecting to the TPC database repository!
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Figure 11-1 shows how the reporting schema is displayed in the DB2 Control Center after a 
fresh TPC installation.

Figure 11-1   TPCREPORT schema in DB2 Control Center

In addition to the views, a set of User Defined Functions (UDFs) has been defined in the 
TPCREPORT schema to perform complex calculations and transformations of data stored in 
the database repository.

UDFs are provided to allow computation of performance metrics; the database tables only 
contain raw performance counters and so do the views. In order to calculate the performance 
metrics that are available when generating reports, for example, by the TPC GUI (such as I/O 
Rate or Cache Hit Percentage), you will need to apply UDFs on the raw counter data.

11.2.3  Available documentation

Detailed documentation about the TPCREPORT database schema can be found at the 
following URL, which is also available through the TPC support pages:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg27015676&loc
=en_US&cs=UTF-8&lang=en

The following files are available for download from this URL:

ReportingViewERDiagram.jpg This diagram traces the relationship between a host computer 
and a storage subsystem disk and shows the views that contain 
information about the storage entities within that relationship.

It acts as a starting point to quickly get a high-level overview of 
the available entities and their relationships. Using the diagram, 
you can navigate the most relevant views within the 
TPCREPORT schema.
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TPCREPORT_schema.zip The HTML files in this compressed archive provide a complete 
list and diagrams of all views that exist in the TPCREPORT 
schema, their relationships, and descriptions of the columns 
within those views. This file has to be your primary reference on 
any detail questions.

You will need to extract the contents of this archive to a 
temporary directory and open index.html with a Web browser 
to view the contents.

Notice that all diagrams and pages are linked. Diagrams 
contained in the HTML files directly link to pages providing 
additional information about the entity clicked, and so on.

PM_Metrics.xls A Microsoft Excel spreadsheet that lists the views containing 
performance data and shows all performance metrics available 
within those views. The information is sorted by the device for 
which performance metrics are available.

Notice that the database views only provide access to raw 
performance counters. You will need to apply User Defined 
Functions (UDFs) on the raw counter data in order to compute 
performance metrics such as I/O Rate or Cache Hit Percentage. 
This spreadsheet contains information about all required UDFs 
as well as their usage.

The TPC InfoCenter provides the following resources on the reporting views:

Setting up a view only user:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/topic/com.ibm.tpc_V41.doc/f
qz0_t_setup_viewonly.html?resultof=%22%65%78%70%6f%73%65%64%22%20%22%65%78%70%6f%7
3%22%20%22%76%69%65%77%73%22%20%22%76%69%65%77%22%20

Planning for SQL access:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/topic/com.ibm.tpc_V41.doc/f
qz0_t_planning_views_ig.html?resultof=%22%65%78%70%6f%73%65%64%22%20%22%65%78%70%6
f%73%22%20%22%76%69%65%77%73%22%20%22%76%69%65%77%22%20

Accessing views in the repository:

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/topic/com.ibm.tpc_V41.doc/f
qz0_t_access_views.html?resultof=%22%65%78%70%6f%73%65%64%22%20%22%65%78%70%6f%73%
22%20%22%76%69%65%77%73%22%20%22%76%69%65%77%22%20

SQL access (what is exposed):

http://publib.boulder.ibm.com/infocenter/tivihelp/v4r1/index.jsp?topic=/com.ibm.tp
c_V41.doc/fqz0_c_views.html

In addition to the TPC-specific documentation of the reporting schema, you might need to 
refer to certain DB2 database documentation. All relevant documents are available from the 
DB2 Information Center found at the following URL:

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp

In particular, you might require detailed information about the DB2 SQL language. Refer to 
the publication IBM DB2 Command Reference, SC23-5846, which is available from the 
Information Center.
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11.2.4  Creation of view-only reporting user

Prior to developing SQL queries, we highly recommend that you create a dedicated database 
user ID for this purpose. The user ID must have view-only rights on the TPC reporting 
schema only, to avoid any accidental impact to the TPC server operations.

In this section, we walk through the process of creating and authenticating an individual user 
ID. Alternatively, you can authenticate an operating system or Directory group with DB2; 
all users that are members of this group are then automatically granted the according 
privileges. For additional details on doing so, refer to the DB2 Information Center  
Database fundamentals  Security, found at the following URL:

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp

The following procedure applies to Windows installations. For details about creating view-only 
users on AIX or Linux, refer to the DB2 Information Center section mentioned earlier.

To create a view-only user on Windows, follow this procedure:

1. Log on to the system as the Administrator user. You will need both DB2 administrative 
authority and operating system administrative authority for the following procedure.

2. Create a new operating system user. For example, create a user named TPCRPT.

a. Open the Computer Management window from the Start menu under Control Panel  
Administrative Tools  Computer Management. Alternatively, access the window 
by right-clicking My Computer and then selecting Manage from the context menu. The 
Computer Management window opens up.

b. In the left-hand panel, click Local Users and Groups. Then, in the right-hand panel, 
click Users as shown in Figure 11-2.

Figure 11-2   Computer Management panel

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 529

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp


 

c. Open the Action menu from the menu bar and click New User... to open the New User 
panel.

d. Enter information about the new user as shown in Figure 11-3.

Figure 11-3   New User panel

Enter a User name, a Password (twice), and optionally a Description. Uncheck User 
must change password at next logon. In addition, we recommend that you check 
the Password never expires option to prevent the password from expiring (because 
this will be a technical user account, only). When you are done, click Create.

e. The New User panel will remain open; click Close to close it.
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3. Use the DB2 Control Center to assign database authority to the new user.

a. Start the DB2 Control Center from the Start menu under All Programs  IBM DB2  
DB2COPY1 (Default)  General Administration Tools  Control Center.

b. Expand the branch with the name of your TPC database (the default is TPCDB) in the 
left-hand panel and select User and Group Objects. In the upper right-hand panel, 
click Users as shown in Figure 11-4. In the bottom right-hand panel, click Add New 
User from the list of available Actions. This opens the Add User window.

Figure 11-4   Click Add New User from available Actions

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 531



 

c. In the Add User panel, select the previously created operating system user ID from the 
User drop-down list (TPCRPT in our case). From the list of available Authorities, check 
the Connect to database entry and make sure all other entries remain unchecked. 
See Figure 11-5 for an example.

Figure 11-5   Add User window
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d. Select the View tab in the Add User window, as seen in Figure 11-6. 

Figure 11-6   View tab of Add User panel

You will notice that currently the selected reporting user ID has no authorities to access 
any views. To grant access to all views in the TPCREPORT schema, click Add View. 
This opens the Add View window.

e. Select TPCREPORT from the Schema drop-down list. This will display all available 
views within that schema. Click any of the views and then press the <CTRL> + <A> 
key combination to select all views, as shown in Figure 11-7. 

Figure 11-7   Add View window

Be sure to select all views in the TPCREPORT schema before clicking OK to continue.
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f. The Add User panel now lists all views in the TPCREPORT schema. In order to grant 
the reporting user view-only privileges on all of them, do the following tasks.

Select one of the entries and then press the <CTRL> + <A> key combination to select 
all views. After all entries are selected, locate the drop-down menu for SELECT 
Privileges. Select Yes from the drop-down to grant the reporting user SELECT 
Privileges on all views in the TPCREPORT schema. The result looks similar to 
Figure 11-8. 

Figure 11-8   Grant SELECT privileges for all views

Be sure that for all views, there is a green tick mark in the SELECT column, and only in 
the SELECT column.
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g. Next, click the Function tab in the Add User window to bring up the Function panel, as 
illustrated in Figure 11-9.

Figure 11-9   Add user: Function panel

Again, you will notice that no authorities to execute functions have been granted to the 
reporting user, yet. Click Add Function to add such authorities.

h. Select TPCREPORT from the Schema drop-down list. This will display all available 
functions within that schema. Click any of the functions and then press the 
<CTRL> + <A> key combination to select all functions, as shown in Figure 11-10.

Figure 11-10   Add Function: Schema drop-down list 

Be sure to select all functions in the TPCREPORT schema before clicking OK to 
continue.
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i. The Add User panel now lists all functions in the TPCREPORT schema. Select one of 
the entries and then press the <CTRL> + <A> key combination to select all functions. 
With all entries selected, locate the drop-down menu for EXECUTE Privileges. Select 
Yes from the drop-down to grant the reporting user EXECUTE Privileges on all 
functions in the TPCREPORT schema. The result looks similar to Figure 11-11.

Figure 11-11   Change User privileges

Be sure that for all functions, there is a green tick mark in the EXECUTE column. Click 
OK when you are done.
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j. Back in the Control Center window, you can now see an entry for the reporting user 
(TPCRPT in our case) when expanding TPCDB  User and Group Objects  DB 
Users, as seen in Figure 11-12. 

Figure 11-12   New view-only user authority

The reporting user ID is now given view-only access to the TPCREPORT schema, and 
has no access to the TPC-internal database schema. Use this user ID for all reporting 
activities to avoid any accidental impact to the TPC server operations.

11.2.5  Using TPCREPORT schema documentation

Prior to being able to develop SQL queries, you will typically want to refer to the 
TPCREPORT schema documentation to identify the views that you are particularly interested 
in, containing the piece of information you are looking for.

Follow this procedure to do so:

1. Download the file TPCREPORT_schema.zip from the following URL:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg27015676&
loc=en_US&cs=UTF-8&lang=en

Important: It is still possible to interfere with the TPC server by issuing SELECT 
statements locking data records! In order to avoid this, be sure to always use an isolation 
level of UR (Uncommitted Read) and a Fetch Only connection type when connecting to the 
TPC database repository!

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 537

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg27015676&loc=en_US&cs=UTF-8&lang=en
http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg27015676&loc=en_US&cs=UTF-8&lang=en


 

Extract the file to a temporary directory and open index.html using your Web browser of 
choice. The following page is displayed, as shown in Figure 11-13. 

Figure 11-13   TPC Views documentation Welcome panel

2. Click the link underneath the graphic to navigate to the main overview page, as seen in 
Figure 11-14. 

Figure 11-14   TPC Views documentation overview page

The left-hand panels provide direct access to all Diagrams and Elements (database 
views) available in the TPCREPORT schema. Scroll down the bottom left-hand panel until 
you locate a view named STORAGESUBSYSTEM. Click it to open the detail page 
providing information about this particular view. 
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The right-hand panel provides you with a list of all available columns in the view, their data 
type, as well as a description and possible values. Notice that you can always use 
hyperlinks to directly navigate to additional information, for example, on a certain column.

You can also select a diagram from the left-hand panels to get a better overview about the 
relationships between entities described in views, such as the StorageSubsystems View 
Diagram. See Figure 11-15 for an example. 

Figure 11-15   TPC Views documentation diagram

Notice that all diagrams contain direct links to pages containing detailed information about 
the entity which has been clicked.

11.2.6  Sample SQL query development process

In this section, we briefly walk through the process of creating a simple SQL statement 
querying information from the TPC reporting views.

There are various tools available to assist you in developing SQL statements. In this example 
we illustrate a sample workflow using standard DB2 tools only.

Note: Tivoli Common Reporting (TCR) / Business Intelligence and Reporting Tools (BIRT) 
is not specifically intended to be used for development of SQL statements. We recommend 
that you develop and test SQL statements using external tools first, and start building TCR 
/ BIRT reports after SQL statement development is (nearly) complete.
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To start developing SQL queries using DB2 tools, follow this procedure:

1. Open DB2 Command Editor, a component of the DB2 Control Center.

If you installed DB2 on Windows, you will find a shortcut in the Start menu under 
All Programs  IBM DB2  DB2COPY1 (Default)  Command Line Tools  
Command Editor.

If you installed DB2 on Linux, you can run the graphical DB2 Command Editor by entering 
the following command (you need to source the db2profile prior to being able to use DB2 
tools such as Command Editor):

db2ce

If you installed DB2 on AIX, there is no DB2 Command Editor available. You need to 
install the DB2 client on either a Windows or Linux machine, and then remotely connect to 
the DB2 instance on AIX. For additional information about this procedure, consult the DB2 
documentation on Database administration  Administrative interfaces  Control Center 
found at the following URL:

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp

2. The DB2 Command Editor window is displayed, looking similar to Figure 11-16. 

Figure 11-16   DB2 Command Editor window

Notice the drop-down menu in the toolbar on top of the window, labeled Target. When 
brought up initially, the drop-down menu does not contain any available targets. In order to 
add a target database, click the Add button right next to the drop-down.

Note: You must have the X11 graphical capability installed before running DB2 
Command Editor on Linux. Refer to Appendix C, “Worksheets” on page 641. 
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3. The panel shown in Figure 11-17 is displayed, allowing you to choose a local database to 
connect to. Choose the TPC database (the default name is TPCDB) and make sure that 
Use implicit credentials is unchecked. Instead of using the implicit credentials of the 
user currently logged on (in turn providing administrative authority), enter the user ID and 
password for the view-only reporting user created previously (TPCRPT in our case). For 
details, refer to 11.2.4, “Creation of view-only reporting user” on page 529.

Figure 11-17   Specify Target window

Click OK to add the database connection.

4. The DB2 Command Editor will automatically select the database connection that you just 
added and attempt to connect to it. The results are shown in the output panel (the lower 
part of the Command Editor window). If the connection attempt was successful, then the 
displayed message looks similar to Figure 11-18.

Note: Only local databases are displayed in the list of Available Targets. If you need to 
make a connection to a remote database, you have to create a local alias prior to using the 
DB2 Command Editor with it.

Refer to the DB2 documentation on Database administration  Administrative 
interfaces  Control Center found at the following URL:

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp
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Figure 11-18   Successful connection message

5. After you have successfully connected with the database, you can query information from 
the reporting views. You will typically want to refer to the TPCREPORT schema 
documentation at this point to identify the views that you are interested in, containing the 
piece of information that you are looking for. See 11.2.5, “Using TPCREPORT schema 
documentation” on page 537 for details about doing so.

6. After identification of the view that you are particularly interested in, you can start writing 
the initial SQL query. Go back to the DB2 Command Editor and enter the following 
command into the top panel:

select
*

from
TPCREPORT.STORAGESUBSYSTEM

for fetch only with UR

See Figure 11-19 for an example.

Important: To avoid locking issues and interference with the TPC server, always use an 
isolation level of UR (Uncommitted Read) and a Fetch Only connection type!

You can set those parameters per statement by appending the following line to any SQL 
statement you issue against the TPC database repository:

for fetch only with UR

 

 

 

542 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

Figure 11-19   Click green arrow in toolbar to execute query

7. When you click the green arrow found in the toolbar area of the Command Editor window, 
the SQL query gets issued against the selected target database. You will see a progress 
indicator (Figure 11-20) while the database system fetches the requested data. Wait until 
the process finishes.

Figure 11-20   Progress indicator
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8. As soon as the query is complete, the DB2 Command Editor window switches to the 
Query Results tab, as shown in Figure 11-21.

Figure 11-21   Query Results tab

This panel allows you to quickly view and verify the output that your query has produced. 
In this case, the query simply displayed the raw contents of the STORAGESUBSYSTEM 
reporting view. You can now switch back to the Commands tab, refine your statement, 
and run it again. Developing SQL statements has to be an iterative process.

You can, for example, specify only the columns you are specifically interested in, and add 
clauses for filtering and sorting. See Figure 11-22 for an example showing further 
refinement of the subsystem query. 

Figure 11-22   Further refined SQL query
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9. If you are unfamiliar with the SQL syntax in general, you might find the SQL Assist feature 
of the DB2 Command Editor helpful. To launch the SQL Assist window, locate the SQL 
icon from the Command Editor toolbar, as shown in Figure 11-23. 

Figure 11-23   Click this button in toolbar to open SQL Assist

10.The SQL Assist window is displayed, as shown in Figure 11-24. 

Figure 11-24   SQL Assist window

You can use SQL Assist to develop various SQL statement types, such as SELECT 
queries. The top left-hand panel shows the statement structure including all possible 
clauses, as well as a brief description. Click any of the clauses to display a list of possible 
values for that particular clause.

Clicking the FROM clause, for example, will display all possible tables / views that can be 
used to query data from. See Figure 11-25 for an example.
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Figure 11-25   SQL Assist inserts values into SQL code

The top right-hand panel allows you to browse all possible values (such as tables / views 
to be used in the FROM clause). Select the view that you are interested in and click the > 
button to add it to the list of Selected source tables. SQL Assist will automatically insert 
the name of the selected view / table to the appropriate position in the SQL code. You can 
preview the generated SQL code in the bottom panel of the SQL Assist window.

11.When clicking OK to close the SQL Assist window, the generated SQL code is transferred 
back to the DB2 Command Editor window, where it can be run as outlined previously.

11.2.7  Performance SQL query development process using UDFs

In this section, we briefly walk through the process of creating a more complex SQL 
statement querying performance information from the database reporting views. To achieve 
this, we utilize User Defined Functions (UDFs). Because the basics of using DB2 tools to 
develop and run SQL queries against the TPC database repository were covered in the 
previous chapter, here we focus on SQL query writing and do not discuss the used toolset.

When browsing the TPCREPORT schema documentation, you will notice a variety of views 
describing physical assets in the storage environment such as SWITCH, 
STORAGESUBSYSTEM, or COMPUTERSYSTEM. 

Important: SQL Assist will not automatically add clauses to set the isolation level and 
connection type! Before running a statement generated with SQL Assist, be sure to 
append the following line to avoid interference with the TPC server:

for fetch only with UR
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You will also find views describing logical entities such as ZONE, STORAGEVOLUME, or 
STORAGEPOOL. Those views and their relationships mainly describe the physical and 
logical configuration of the monitored storage environment.

Use the diagrams from the TPCREPORT schema documentation to get an overview of the 
available views and their relationships with each other, such as 
StorageSubsystem_View_Diagram.

In addition, various views are available to report on TPC-internal configuration, such as 
TPC_GROUP, TPC_ALERT_LOG, or CIMOM_AGENT. They do not describe entities found 
in the monitored storage environment, but the logical configuration of the TPC server and 
related agents, and so on.

Performance data, however, is stored in separate views, all starting with the PRF_ or 
LATEST_PRF_ prefix, such as PRF_SWITCH or LATEST_PRF_DSSYSTEM. Notice that 
performance views do not contain configuration or asset information about the device 
reported on; you will most likely want to join the performance views with configuration views 
using the DEV_ID column (internal device identifier) in order to retrieve additional information, 
such as device serial number or volume name.

Notice that views starting with PRF_HOURLYDAILY_ contain both Hourly and Daily 
summation levels of the performance data (according to the SUMMATION_TYPE column), 
whereas views with the PRF_ prefix (without _HOURLYDAILY_) contain non-summarized 
“By Sample” performance data for the device. In all cases, the INTERVAL_LEN column 
indicates the length of the particular performance data interval in either seconds (By Sample) 
or minutes (Hourly, Daily).

The following procedure develops an example performance query imitating the Storage 
Subsystem performance reports from the TPC GUI:

1. Issue the following SQL query to retrieve information about the latest measured Storage 
Subsystem performance values for DS6000, DS8000 and ESS devices:

select
*

from
TPCREPORT.LATEST_PRF_DSSYSTEM

for fetch only with UR

The output looks similar to Figure 11-26.

Figure 11-26   Simple performance query output

You will notice that it is difficult to relate the values back to a particular subsystem, 
because the subsystem name as it is displayed in the TPC GUI is not part of the 
LATEST_PRF_DSSYSTEM view.

2. In order to retrieve the Display Name of the device, you will need to join the performance 
view with the correlating configuration view, in this case STORAGESUBSYSTEM, using 
the DEV_ID column (the TPC internal identifier of the device). 
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See the following example:

select
s.DISPLAY_NAME,
p.PRF_TIMESTAMP,
p.INTERVAL_LEN,
p.FRNT_READ_NRM_IO,
p.FRNT_READ_SEQ_IO,
p.FRNT_WRITE_NRM_IO,
p.FRNT_WRITE_SEQ_IO

from
TPCREPORT.LATEST_PRF_DSSYSTEM as p,
TPCREPORT.STORAGESUBSYSTEM as s

where
p.DEV_ID = s.SUBSYSTEM_ID

for fetch only with UR

Multiple changes have been implemented here:

– In order to retrieve the device’s Display Name, the LATEST_PRF_DSSYSTEM view 
was joined with the STORAGESUBSYSTEM view. To do so, the column DEV_ID from 
the performance table is matched with the column SUBSYSTEM_ID from the 
subsystem table.

– When joining more than one table, the asterisk operator (*) cannot be used any more. 
Thus, the requested columns have to be specified individually, such as 
DISPLAY_NAME, PRF_TIMESTAMP and INTERVAL_LEN.

The output of this query looks similar to Figure 11-27. 

Figure 11-27   Refined performance query output

3. You will notice that the metrics displayed in the TPC GUI, such as Read I/O Rate 
(overall), Write I/O Rate (overall) and Total I/O Rate (overall) are not stored in the 
performance view directly. Instead, you need to calculate the performance metrics from 
the raw counter data found in the database view.

In this example, the following rules apply (just for reference; you will not need to 
implement them manually):

– Overall I/O = Random I/O + Sequential I/O
– Total I/O = Read I/O + Write I/O
– I/O Rate = I/O / Interval Length

A set of User Defined Functions (UDFs) is provided to ease implementation of those 
calculations. The UDFs automate all required transformations. You do not need to be 
aware of the details of individual values in order to generate performance metrics using 
the UDFs. Usage of the UDFs is documented in the Excel Sheet PM_Metrics.xls, which is 
available from the following URL:

http://www-01.ibm.com/support/docview.wss?rs=40&context=SSBSEX&uid=swg27015676&
loc=en_US&cs=UTF-8&lang=en
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The Excel Sheet contains a tab for each device category (DS8K_DS6K_SVC in this 
example). You can filter for the particular performance category (the aggregation level; 
DSSYSTEM in this example) and will then be presented with all available views, metrics 
and UDFs.

See Figure 11-28 for an example. 

Figure 11-28   Performance metrics documentation PM_Metrics.xls

Most importantly, the Excel Sheet provides information about the required parameters of a 
specific UDF, such as shown in Table 11-1. 

Table 11-1   Example performance metric documentation

This reads as follows: The UDF with name PM_RATE, requiring two parameters 
INTERVAL_LEN and FRNT_READ_NRM_IO, produces values that are presented in the unit 
(Ops/Sec); this corresponds to the TPC GUI Metric Read I/O Rate (normal).

Using the information from the Excel Sheet, you can now transform the SQL query:

select
s.DISPLAY_NAME,
p.PRF_TIMESTAMP,
p.INTERVAL_LEN,
TPCREPORT.PM_OVERALL_IO_RATE(p.INTERVAL_LEN,

p.FRNT_READ_NRM_IO,p.FRNT_READ_SEQ_IO),
TPCREPORT.PM_OVERALL_IO_RATE(p.INTERVAL_LEN,

p.FRNT_WRITE_NRM_IO,p.FRNT_WRITE_SEQ_IO),
TPCREPORT.PM_TOT_OVR_IO_RATE(p.INTERVAL_LEN,

p.FRNT_READ_NRM_IO,p.FRNT_READ_SEQ_IO,
p.FRNT_WRITE_NRM_IO,p.FRNT_WRITE_SEQ_IO)

from
TPCREPORT.LATEST_PRF_DSSYSTEM as p,
TPCREPORT.STORAGESUBSYSTEM as s

where
p.DEV_ID = s.SUBSYSTEM_ID

for fetch only with UR

Metric Units UDF & Parameters

Read I/O Rate (normal) (Ops/Sec) PM_RATE(INTERVAL_LEN, FRNT_READ_NRM_IO)
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The output looks similar to Figure 11-29. 

Figure 11-29   Further refined query output using UDFs

4. Compare the query output to the corresponding TPC GUI report in order to validate the 
query. See Figure 11-30 for an example. 

Figure 11-30   TPC Storage Subsystem performance report

As you can see, UDFs allow calculating performance metrics from the raw performance 
counter data very easily and efficiently. You do not need to know the internal calculation 
algorithms in order to perform complex transformations. Using this approach, you can 
perform all kinds of statistical operations on the performance data.

Refer to the following document for additional information about available functions and 
operators in the SQL language: IBM DB2 Command Reference, SC23-5846. The 
document is available from the following URL:

http://publib.boulder.ibm.com/infocenter/db2luw/v9r5/index.jsp

11.3  Tivoli Common Reporting

Tivoli Common Reporting (TCR) is a component provided by the Tivoli Integrated Portal 
(TIP). It is one possible option to implement customized reporting solutions using SQL 
database access, providing output in HTML, PDF, or Microsoft Excel.

Important: TPC Version 4.1 only supports a TIP instance that is exclusively used by TPC 
and TPC-R, but no other application exploiting TIP. Support for multiple applications using 
a shared TIP instance might be provided in a future release.
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Notice that Tivoli Common Reporting is intended to produce certain predefined reports that 
are to be run repeatedly, typically on a daily, weekly, or monthly basis. It does not provide any 
online report creation or report customization features. The effort of creating a new report is 
relatively high, compared to when creating reports through the TPC GUI. After being defined, 
reports can then be run and accessed very easily by the Web interface or the command line.

In this section we briefly discuss the most important concepts and usage scenarios of Tivoli 
Common Reporting.

11.3.1  Tivoli Common Reporting and BIRT overview

BIRT (Business Intelligence Reporting Tools) is an open source Eclipse Foundation project, 
hosted at Eclipse.org and released under the Eclipse Public License (EPL). Visit the following 
URL for additional information:

http://www.eclipse.org/birt

On a high level, BIRT consists of two main components; a Report Designer, as well as a 
Runtime Engine. Although the Report Designer is used by report developers to create new 
reports or modify existing ones, the Runtime Engine will execute reports and make them 
available to end-users.

If you are a report developer and want to create new reports, you will typically want to install 
the BIRT Report Designer component on your workstation or mobile computer. Refer to 11.4, 
“Report creation workflows” on page 572 for additional information.

After you have created a report, or if you received reports from someone else, you will want to 
deploy them and make them accessible to end-users. You need to use the BIRT Runtime 
Engine in order to do so; typically the Runtime is installed on a server machine and accessed 
by Web browser.

Tivoli Common Reporting (TCR) uses the BIRT Runtime Engine and incorporates it into the 
Tivoli Integrated Portal (TIP) infrastructure. In fact, TCR 1.2 (the version that comes with TPC 
4.1) includes the BIRT Runtime Engine version 2.2.1.

Because TIP / TCR is installed as part of the Tivoli Storage Productivity Center server 
components, each TPC server instance automatically provides the necessary runtime 
environment to run BIRT reports.

For additional information about Tivoli Common Reporting, including overview presentations 
and community forums, refer to the following URL:

http://www.ibm.com/developerworks/spaces/tcr

In addition, the TCR Information Center contains detailed documentation and style guidelines 
to follow when developing reports:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/index.jsp?topic=/com.ibm.ti
voli.tcr.doc/tcr_welcome.html
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11.3.2  Importing security certificates

In order to establish encrypted communication with the TIP / TCR server, secure hypertext 
transfer protocol (HTTPS) is used per default. In this section, we explain how to establish 
secure HTTPS communication between TIP / TCR and the Web browser.

Internet Explorer 7 is used as an example, but the general procedure also applies to other 
Web browsers such as Mozilla Firefox. For further details, check the documentation available 
with your Web browser of choice.

1. Open a new browser window and navigate to the following URL:

http://<TIP-Servername>:16310

Here, <TIP-Servername> is the (resolvable) host name of the server running TIP / TPC. If 
you changed the default base port during TIP installation, then you need to replace 16310 
with this value.

2. When logging in, you will see the panel shown in Figure 11-31. 

Figure 11-31   Security certificate warning

This warning is caused by the fact that during installation, the TIP server created 
(self-signed) security certificates that are not known to the Web browser used to access 
the server, yet. To resolve this situation, you will need to import the certificates on every 
Web browser that you intend to use with TIP (upon first usage, only).

Tip: A copy of the TCR User’s Guide is also available in the installation location after 
installing TIP / TPC in the following directory:

<TIP-InstallDir>\products\tcr\docs\tcr_users_guide.pdf

A copy of the TCR Development and Style Guide is available in the following directory:

<TIP-InstallDir>\products\tcr\style\tcr_style_guide.pdf

Here, <TIP-InstallDir> is the installation location of Tivoli Integrated Portal. On 
Windows, the default installation path is:

C:\Program Files\IBM\Tivoli\tip

On Linux and UNIX, the default TIP installation path is:

/opt/IBM/Tivoli/tip
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Click Continue to this website (not recommended) in order to ignore the warning for the 
time being.

3. You are presented with the Tivoli Integrated Portal logon panel. However, the address line 
of the browser window is marked red. In addition, there is a red field that reads Certificate 
Error right next to the address panel. Click this field to open the menu as illustrated in 
Figure 11-32.

Figure 11-32   Certificate error

4. Click View Certificates found at the bottom of the context menu you just opened. This 
opens a new panel, such as the one shown in Figure 11-33. 

Figure 11-33   Certificate information panel

Notice the host name found in the line starting with Issued to: and Issued by: 
Your Web browser will only accept the security certificates when accessing the TIP URL 
using the host name specified here. When accessing it using another host name or using 
the IP address, it will not associate the security certificates.

Click Install Certificate to permanently store the presented security certificate.
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5. The Certificate Import Wizard is displayed. Read the welcome message and click Next on 
the panel shown in Figure 11-34. 

Figure 11-34   Welcome message

6. Accept the default to Automatically select the certificate store, as seen in Figure 11-35. 
Then click Next to continue.

Figure 11-35   Certificate store panel

 

 

 

554 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

7. The panel seen in Figure 11-36 allows you to review the specified settings. Click Finish to 
continue.

Figure 11-36   Summary panel

8. A final security warning such as the one shown in Figure 11-37 will ask you for your 
confirmation. Click Yes to finish the installation of the TIP server’s security certificate.

Figure 11-37   Confirmation to import certificates

9. Expect to be presented with a success message, similar to Figure 11-38. Click OK to 
close it.

Figure 11-38   Certificates successfully imported

10.When returning to the logon panel (you might need to close and re-open your Web 
browser for the changes to take effect), you can now see a light-blue lock field right next to 
the address bar, as seen in Figure 11-39. This indicates that communication with TIP is 
now secured and trusted.

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 555



 

Figure 11-39   Light-blue lock indicates secured communication

11.3.3  Initial configuration and user management

User administration for Tivoli Common Reporting is based on the user and group 
management features of TIP. Individual users or groups can be granted role-based 
authorization to access Tivoli Common Reporting resources, such as reports and report sets.

In order to be able to access Tivoli Common Reporting inside TIP, a user needs to be 
associated with a TCR user role. The TPC superuser group, as well as the WebSphere 
Application Server admin ID specified during installation of TPC, are automatically associated 
with the tcrSuperAdmin role, allowing full administrative access to all Tivoli Common 
Reporting functions.

When the TPC Role-To-Group mappings are modified, TIP user roles are modified 
accordingly, giving new groups access to Tivoli Integrated Portal (in order to be able to launch 
the TPC GUI from within TIP). This does, however, not include association with any Tivoli 
Common Reporting roles; access to TCR needs to be granted manually. In order to access 
Tivoli Common Reporting, a user ID must be associated with either the tcrSuperAdmin or 
tcrOperator role; otherwise the user will not see the Reporting branch in the TIP Navigation 
Tree.

Also notice that upon switching between OS-based and LDAP-based authentication, you will 
lose all existing role associations. For additional information, refer to “LDAP authentication 
support and Single Sign-On” on page 335. 

Creating a reporting user and group
To grant users access to Tivoli Common Reporting without granting them access to TPC or 
giving them administrative rights in TIP, we recommend that you create a dedicated reporting 
group and associate the tcrOperator role with that group. Any user ID that is member of this 
group is granted access to Tivoli Common Reporting.

Note: The security certificates will only be associated when accessing TIP using the 
host name that is stored in the certificates. Accessing the TIP URL using another host 
name or the IP address of the server will still result in security errors!

Important: Notice that with a default installation of TPC V4.1, security is not enabled in 
Tivoli Common Reporting! This means that any user having access to TCR (granted by 
associating the tcrOperator role, for example) can view, modify, and delete any report.

For additional information about TCR user management, including enabling security, refer 
to IBM Tivoli Common Reporting User’s Guide, SC23-8737, Chapter 4. “Administering 
Tivoli Common Reporting.”
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Notice that this is an optional step that will most likely be required only in environments with a 
large number of users.

Be aware that when TCR security is enabled, associating the tcrOperator itself will not 
enable the users to access or modify reports or perform any other related actions. In a default 
installation, however, TCR security is disabled allowing any user to view, modify and delete 
any report.

In order to associate an existing operating system or Directory group with a TCR role, follow 
this procedure:

1. Open a new browser window and navigate to the following URL:

http://<TIP-Servername>:16310

Where <TIP-Servername> is the (resolvable) host name of the server running TIP / TCR. If 
you changed the default base port during TIP installation, then you need to replace 16310 
with this value.

2. You are presented the logon panel, as shown in Figure 11-40. Log on to TIP with an 
administrative user ID. Initially, the TPC superuser group (the default on Windows is 
Administrators; the default on Linux and UNIX is root) and WebSphere Application Server 
admin ID specified during installation are granted administrative access to TCR.

Figure 11-40   Specify user ID and password to log on to TIP

3. Upon logon, you will see the TPC Welcome panel. From the left-hand navigation panel, 
expand the branch titled Users and Groups and click Administrative Group Roles as 
illustrated in Figure 11-41. 
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Figure 11-41   Select Administrative Group Roles from navigation panel

4. As seen in Figure 11-42, the Administrative Group Roles panel opens, indicating that 
currently only the group associated with the TPC superuser role is granted access to Tivoli 
Common Reporting (in this example: root).

Figure 11-42   Administrative Group Roles panel

If you have already specified additional groups in TPC’s Role-To-Group mapping, they will 
also be displayed in this list. However, they will not be associated with any TCR roles, thus 
not being able to access Tivoli Common Reporting from the Navigation Tree. To associate 
additional roles with those groups, click the group name from the list.

We add a new, dedicated group for TCR reporting activities. Click Add to do so.

5. The panel shown in Figure 11-43 allows you to specify the name of the group and pick one 
or more roles to associate with it.
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Figure 11-43   Associate TCR Roles with a Group name

Enter the name of an existing operating system or Directory group you want to associate 
with TCR. Choose the tcrOperator role to grant members of the group access to TCR. 
When you are done, click OK to save your changes and return to the previous panel.

6. Notice that after making changes to the TIP / TCR configuration, you will see a panel 
similar to the one shown in Figure 11-44. You can either save the changes or review them 
first. Click Save to apply the changes right away.

Figure 11-44   Click Save to apply changes

7. When returning to the Administrative Group Roles panel, you can see that the group you 
just associated is displayed in the list (see Figure 11-45 for an example). Users that are 
members of this group will be able to log on to TIP and access the Reporting branch from 
the Navigation Tree. They will not be able to access TPC or perform administrative actions 
inside TIP, however, unless you associated additional roles with those groups.

Note: Unless you manually enable TCR security after installation, associating any role 
starting with tcr will grant full access to all TCR functions!
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Figure 11-45   Administrative Group Roles now contains new group

If you need to further restrict access, for example, to certain reports or report sets, refer to 
IBM Tivoli Common Reporting User’s Guide, SC23-8737, Chapter 4. “Administering Tivoli 
Common Reporting.”

8. Any user ID that is now created as member of the specified reporting group is given 
access to Tivoli Common Reporting. You must now create such a user ID in either the 
operating system or Directory service, depending on the configured authentication 
method.

Refer to the operating system or Directory service documentation for additional 
information about creating user IDs as members of groups.

Configuring Common Reporting as a startup page
Tivoli Integrated Portal can be configured to automatically open the Common Reporting view 
whenever a certain user ID logs in. This can be especially helpful for reporting-only user IDs, 
such as the one created in the previous chapter.

To set the startup page for a certain user ID, follow this procedure:

1. Log on to TIP with the user ID you plan to set a startup page for, such as the previously 
created reporting use.

2. If no startup page has been defined, yet, the TPC welcome page is displayed as seen in 
Figure 11-46. From the left-hand navigation panel expand the Reporting branch and click 
Common Reporting.
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Figure 11-46   Select Common Reporting from navigation panel

3. The Tivoli Common Reporting main window is displayed. Locate the drop-down menu in 
the top toolbar which reads -- Select Action --. Select Add to My Startup Pages from the 
drop-down as shown in Figure 11-47. 

Figure 11-47   Select Add to My Startup Pages

4. The panel shown in Figure 11-48 will prompt you for confirmation. 

Figure 11-48   Confirmation to set startup page

Click Add to add the Common Reporting page to the startup pages for the current user ID. 
When you log on to TIP the next time, the Common Reporting page immediately opens.
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11.3.4  Working with reports

In this section, we briefly outline the process of using Tivoli Common Reporting (TCR) to run 
existing reports. You will need a user ID that is associated with a TCR role. Refer to 11.3.3, 
“Initial configuration and user management” on page 556 for additional information.

You will need to import report packages prior to running the contained reports. Sample report 
packages are provided as part of the additional Web material that accompanies this book. 
Refer to 11.3.5, “Importing report packages” on page 567 for information about importing 
report packages.

In this section, we assume you have not imported any report packages, yet. Thus, we are 
working with the default report that ships with a fresh Tivoli Storage Productivity Center 
installation.

Follow this procedure in order to run existing reports:

1. Open a new browser window and navigate to the following URL:

http://<TIP-Servername>:16310

Here, <TIP-Servername> is the (resolvable) host name of the server running TIP / TCR. If 
you changed the default base port during TIP installation, then you need to replace 16310 
with this value.

2. You are presented the logon panel. Log on to TIP with a user ID associated with a TCR 
role, such as the previously created reporting user.

3. Unless you specified another startup page, you will see the TPC Welcome panel. From 
the left-hand navigation panel, expand the Reporting branch and click Common 
Reporting.

Tip: Even though this section outlines working with reports from the TCR Web interface, all 
functions mentioned are also available through the TCR Command Line Interface. The CLI 
offers a powerful means of automating report generation, for example.

For information about using the command line, refer to IBM Tivoli Common Reporting 
User’s Guide, SC23-8737, Chapter 5. “Tivoli Common Reporting command reference.”
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4. The TCR main window is displayed, as seen in Figure 11-49.

Figure 11-49   Tivoli Common Reporting main window

The Tivoli Common Reporting window is made up of three main panels:

– The Navigation panel (left) provides access to all installed Report Sets (individual 
reports are hierarchically organized into Report Sets). You can see the top-level 
branch titled Report Sets, and a sub-branch titled Tivoli Products; in a fresh installation, 
this is the only available Report Set.

– The Reports panel (top-right) provides access to individual reports inside the selected 
report set (from the Navigation panel).

– The Report Snapshots panel (bottom-right) provides access to snapshots taken of the 
selected report (from the Reports panel).

In a fresh installation, the only available Report Set is titled Tivoli Common Reporting. 
Expand the Tivoli Products branch in the Navigation panel and click Tivoli Common 
Reporting to display the contained reports.

5. In the Reports panel, you can now see a report titled Tivoli Common Reporting 
Overview. This is the only report currently available.

Right-click the report title to open the report’s context menu, as shown in Figure 11-50. 

Tip: You can hide the left-hand Navigation frame to have more room for the Common 
Reporting panels by clicking the vertical bar with the arrow.
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Figure 11-50   Right-click report to open context menu

Select View As  HTML from the context menu to run the report.

6. Because the report can be customized using parameters, a new panel is displayed 
allowing you to modify those parameters; see Figure 11-51 for an example. Accept the 
defaults for the moment and click Run to execute the report.

Figure 11-51   Report Parameters panel

7. The report is opened in a new browser window. Wait until report generation is finished; the 
result looks similar to Figure 11-52. 

Tip: To run the report as HTML, you can alternatively click the icon to the left of the 
report’s title, without having to open the report’s context menu.
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Figure 11-52   Final report output

8. TCR Reports cannot only be run On-Demand, as in the previous example, but can also be 
saved for later reference. This requires taking Snapshots.

Go back to the Tivoli Common Reporting main window, right-click the report to open its 
context menu and select Create Snapshot™... as shown in Figure 11-53. 

Figure 11-53   Select Create Snapshot from report’s context menu
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9. Again, you are prompted for the report’s parameters. Accept the defaults and click Run to 
execute the report.

10.You will notice a new entry in the Report Snapshots panel; the report output is not 
displayed right away, as with On-Demand report generation, but instead the Snapshot is 
stored in TCR’s internal repository.

Wait for the Report Snapshot to complete, then right-click the snapshot title to open its 
context menu as seen in Figure 11-54. 

Figure 11-54   Snapshots can be viewed in various formats

Notice that when viewing the Snapshot, no data is fetched from the report’s data source 
(such as the TPC database repository). The Snapshot represents the state of the data 
source at the point in time when it was created.

It is also possible to automatically create Report Snapshots at certain time intervals; 
typically you will want to schedule them to run repeatedly such as daily-, weekly-, or 
monthly. For further information about scheduling Report Snapshots, refer to IBM Tivoli 
Common Reporting User’s Guide, SC23-8737, Chapter 3. Working with reports  
Scheduling reports. The document is available from the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/index.jsp?topic=/com.ibm
.tivoli.tcr.doc/tcr_welcome.html

Note: Report Snapshots can be viewed in various formats, such as HTML, PDF, and so 
on. The Snapshot data is stored internally in an intermediate format.
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11.3.5  Importing report packages

In this section, we show how to import new report packages into Tivoli Common Reporting.

With a fresh Tivoli Storage Productivity Center installation, no reports packages are included 
except for the default report. You will need to import report packages before being able to use 
Tivoli Common Reporting. Sample report packages are provided as part of the additional 
Web material that accompanies this book. 

A report package is a .zip file containing all of the data necessary for defining one or more 
reports, including the required designs and resources and the hierarchy of report sets to 
contain the reports. For additional information about the format of report packages, refer to 
IBM Tivoli Common Reporting User’s Guide, SC23-8737, Chapter 3. Working with reports  
Report packages.

In order to import a report package, follow this procedure:

1. Open a new browser window and navigate to the following URL:

http://<TIP-Servername>:16310

Where <TIP-Servername> is the (resolvable) host name of the server running TIP / TCR. If 
you changed the default base port during TIP installation, then you need to replace 16310 
with this value.

2. You are presented the logon panel. Log on to TIP with a user ID associated with a TCR 
role, such as the previously created reporting user.

3. Unless you specified another startup page, you will see the TPC Welcome panel. From the 
left-hand navigation panel, expand the Reporting branch and click Common Reporting. 
The TCR main window is displayed.

4. In order to import new report packages, right-click the top-level branch (root node titled 
Report Sets) in the Navigation panel. Click Import Report Package... from the context 
menu; see Figure 11-55 for an example.

Figure 11-55   Select Import Report Package from root node’s context menu

Tip: You can hide the left-hand Navigation frame to have more room for the Common 
Reporting panels by clicking the vertical bar with the arrow.
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5. A panel opens, as seen in Figure 11-56, allowing you to specify the report package to 
import. Click Browse to browse the local workstation’s file systems. Notice that you can 
browse the file systems available to the machine running the Web browser, not the TCR 
server.

You can, for example, download the sample reports that are provided with this book. To 
do so, download the file titled SampleReports.zip from the additional Web material that 
accompanies this document.

Figure 11-56   Import Report Package panel

You can use the Advanced Options menu to change the location and namespace of the 
imported objects or overwrite existing objects. For additional information about the 
available options, refer to IBM Tivoli Common Reporting User’s Guide, SC23-8737, 
Chapter 4. Administering Tivoli Common Reporting  Importing and exporting report 
packages.

When you are done, click Import to load the new reports from the report package to 
TCR’s datastore.

Note: Using the Tivoli Common Reporting Web interface, you can easily import report 
packages from remote machines without manually having to copy the package to the 
TCR server.
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6. When the import is complete, you will notice that the Navigation panel now lists additional 
Report Set entries. Expand them to navigate the newly available reports; see Figure 11-57 
for an example.

Figure 11-57   New reports and report sets available after import

7. After importing reports you might need to modify the Data Source definition of those 
reports in order to properly connect to the databases in your specific environment. To do 
so, right-click a report and select Data Sources... from its context menu. See Figure 11-58 
for an example. 

Figure 11-58   Select Data Sources from report’s context menu
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8. The panel shown in Figure 11-59 opens, allowing you to edit the report’s Data Source 
definitions. Select the Data Source you want to modify and click Edit.

Figure 11-59   Select Data Source to edit
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9. The next panel allows you to modify the Data Source profile of the report. You can modify 
the Database URL to specify another host name, port, or database name. You will most 
likely need to modify the User ID and Password and replace it with a user having 
database authorities in your specific environment, such as the view-only reporting user 
(see 11.2.4, “Creation of view-only reporting user” on page 529 for details).

See Figure 11-60 for an example. When you are done adopting the required settings, click 
Save.

Figure 11-60   Modify Data Source parameters and click Save

10.When the imported report package makes proper use of Libraries, the changed Data 
Source is propagated to all other reports in the package. If not, you need to repeat the 
previous procedure for each individual report in the package.

Note: The default installation of TIP / TCR includes DB2 JDBC Drivers. You only have 
to import additional drivers if you plan to connect to a Data Source other than DB2. In 
this case, read the instructions under Enabling a JDBC Driver.
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11.3.6  Exporting report packages

With the current version of Tivoli Common Reporting, it is not possible to export individual 
reports or report sets from the TCR Web interface. Instead, you will need to use TCR’s 
Command Line Interface to export report sets.

Refer to IBM Tivoli Common Reporting User’s Guide, SC23-8737,Chapter 5. Tivoli Common 
Reporting command reference for detailed information about using the command line.

Before being able to use the TCR Command Line Interface, change to the directory 
containing the command line tool trcmd.bat. It resides in the following directory:
<TIP-InstallDir>\products\tcr\bin, where <TIP-InstallDir> is the installation location of 
Tivoli Integrated Portal. On Windows, the default installation path is:

C:\Program Files\IBM\Tivoli\tip\products\tcr\bin

Issue the following command to list all available report sets:

trcmd.bat -list -reportSets -user <user> -password <password>

Here, <user> is a valid TCR user and <password> is the corresponding password.

Issue the following command to export the report set titled TPC_41 to the file C:\export.zip:

trcmd.bat -export -bulk C:\export.zip -reportSets TPC_41 -user <user> -password 
<password>

Here, <user> is a valid TCR user and <password> is the corresponding password.

11.4  Report creation workflows

This section provides an overview of the tools involved when creating new Tivoli Common 
Reporting (TCR) reports. As already mentioned, TCR is one possible option to implement 
customized reporting solutions using SQL database access, providing output in HTML, PDF 
or Microsoft Excel.

Notice that Tivoli Common Reporting is intended to produce certain predefined reports that 
are to be run repeatedly; typically on a daily, weekly or monthly basis. It does not provide any 
online report creation or report customization features. The effort of creating a new report is 
relatively high, compared to when creating reports through the TPC GUI. After being defined, 
reports can then be run and accessed very easily by the Web interface or the command line.

For additional information about BIRT and TCR, refer to 11.3.1, “Tivoli Common Reporting 
and BIRT overview” on page 551.

Note: Tivoli Common Reporting (TCR) / Business Intelligence and Reporting Tools (BIRT) 
is not specifically intended to be used for development of SQL statements. We recommend 
that you develop and test SQL statements using external tools first and start building TCR 
/ BIRT reports after SQL statement development is (nearly) complete.
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11.4.1  BIRT Designer download and installation

In order to develop reports for TCR you will need to use the BIRT Report Designer. The 
appropriate version of the Designer, as well as all required documentation for usage with 
Tivoli Common Reporting is available from the following URL:

http://www.ibm.com/developerworks/spaces/tcr

To be sure to download the correct version of the BIRT Designer, you must use the version 
from the foregoing URL. You find the link to the Report Designer in the rightmost column at 
the bottom of the page under Key Resources  Report Designer.

Alternatively, you can use this direct URL:

http://www-01.ibm.com/software/brandcatalog/portal/opal/details?catalog.label=1TW1
0OT02&S_TACT=105AGX01&S_CMP=LP

Notice that the following procedure applies to Windows, only. From the Eclipse site, the BIRT 
Designer is also available for other platforms such as Linux. Be sure to download version 
2.2.1 of the Report Designer when obtaining it from there! Refer to the following URL for 
addition information:

http://download.eclipse.org/birt/downloads/build_list.php

After you have downloaded the BIRT Report Designer, follow this procedure to install it on 
Windows:

1. Change to the directory where you downloaded BIRTDesigner221.zip and extract the 
archive.

2. Change to the directory you extracted from the archive and run BIRTDESIGNER221.exe 
either from the command line or by double-clicking the file in an Explorer window. The 
graphical installer is displayed, as illustrated in Figure 11-61.

Figure 11-61   BIRT Designer graphical installer

Important: It is essential to use the correct version of BIRT Designer when developing 
reports for Tivoli Common Reporting. TCR version 1.2 includes the BIRT Runtime Engine 
version 2.2.1. Be sure to use the BIRT Report Designer version 2.2.1 if you plan to publish 
your reports on Tivoli Common Reporting. 
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Choose a language for the installer and click OK to proceed with the installation.

3. The next panel, shown in Figure 11-62, presents you with a welcome message. Read the 
message text and click Next when you are ready.

Figure 11-62   Welcome message

4. You are prompted to review the license agreement as shown in Figure 11-63. 

Figure 11-63   License Agreement

Read the license terms and, if you agree with it, click I accept the terms in the license 
agreement. Click Next to proceed with the installation.
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5. The next panel, shown in Figure 11-64, allows you to choose an installation folder. 

Figure 11-64   Choose Install Folder

Click Choose... to browse the local file systems and directories. Select a location with 
sufficient free space - you will require about 1 GB of available capacity. When you are 
done, click Next to continue with the installation.

6. The summary panel allows you to review all specified parameters, as seen in 
Figure 11-65.

Figure 11-65   Installation summary panel

If you agree with the settings click Install to continue with the installation.

7. You will see a progress panel as the installer copies the required files. Wait for the 
installation to complete.
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8. When the installation was successful, you will see a panel such as Figure 11-66. Click 
Done to close the graphical installer. 

Figure 11-66   Installation Complete

9. The installer might not create a shortcut to the appropriate executable. To manually do so, 
locate the eclipse.exe executable found here:
<BIRT-InstallDir>\eclipse\eclipse.exe, where <BIRT-InstallDir> is the installation 
location of BIRT Designer. The default path is:

C:\Program Files\IBM\BIRTDesigner221\eclipse\eclipse.exe

We recommend that you manually create a Desktop or Start Menu shortcut to this 
executable for faster reference.

You have now successfully completed BIRT Report Designer installation.

11.4.2  Working with BIRT Report Designer

This section provides a basic usage overview of the BIRT Report Designer software. Initial 
configuration steps are covered, and afterwards we walk through the process of creating a 
new TCR project and a simple report querying the TPC database repository. The report is 
then exported from BIRT Designer and can be imported into Tivoli Common Reporting as 
already outlined in 11.3.5, “Importing report packages” on page 567.

The BIRT Report Designer makes use of the Eclipse platform as its user interface 
component; strictly speaking, BIRT Designer is a plug-in for Eclipse, providing the “Report 
Design” Perspective.

The following Eclipse-specific terms are used in the BIRT Report Designer, as well as 
throughout this chapter:

Workspace The directory path that is used to store all user data, such as 
configuration settings as well as project files

Workbench The main window with all its panels

Perspective Definition of the Workbench layout and the panels it contains
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Project A directory inside the Workspace used to organize files; all report 
definitions are created in the context of a project

Library Used to share reusable elements between reports in a project

Data Source Database connection information

Data Set An individual SQL query issued against a Data Source

Data Binding Report elements need to be bound to a Data Set in order to visualize 
the data it produces

Notice that this chapter outlines the recommended way of creating TCR compatible reports 
that follow the official Tivoli style guidelines. In order to achieve a common look and feel 
between all TCR reports, a Style Package is provided with Tivoli Common Reporting. For 
further information about the Tivoli style guidelines, refer to IBM Tivoli Common Reporting 
Development and Style Guide, SC23-8861.

For additional introductory information about using the BIRT Designer to develop reports, 
follow the tutorials at the following URL:

http://www.eclipse.org/birt/phoenix/tutorial/

Before being able to create reports that are compatible with Tivoli Common Reporting / Tivoli 
Storage Productivity Center, the following configuration steps need to be performed:

� Install the proper version of the DB2 JDBC drivers. Refer to “Driver installation and initial 
configuration” on page 578.

� Modify the Eclipse configuration file. Refer to “Driver installation and initial configuration” 
on page 578.

� Configure the Report Designer for use with TCR Style Package. Refer to “Workspace 
configuration with TCR Style Package” on page 579.

After completing the foregoing configuration steps, you can then create a new project and 
start developing reports.

Creating a new report package from scratch can be a complex task if you follow the Tivoli 
guidelines to use the official Style Package. Instead of creating a completely new report 
package, you might rather want to import the sample Workspace provided with this book and 
modify the existing reports. Refer to 11.4.3, “Importing sample BIRT Workspace” on page 615 
for instructions.

The following steps must be performed in order to create a new project from scratch:

1. Create the project structure including custom resources folder. Refer to “Project creation 
and configuration” on page 587.

2. Create a Library and a Data Source inside that library. Refer to “Creation of Library and 
Data Source” on page 591.

3. For each individual report, refer to “Creation of Report and Data Source import” on 
page 597):

– Import the Data Source from the library.
– Create Data Sets based on the Data Source.
– Use fields from the Data Set in report elements.

Note: When using information from the Eclipse Web site, keep in mind that, when 
developing reports that are to be used with Tivoli Common Reporting, additional aspects 
such as style guidelines and proper usage of libraries need to be considered, as outlined In 
this section.
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Driver installation and initial configuration
In order to install the proper version of the DB2 JDBC drivers, follow this procedure:

1. Log on to the server machine that has the DB2 instance installed that you plan to query 
data from (containing the TPC database repository, such as TPCDB).

2. Locate the files db2jcc.jar and db2jcc_license_cu.jar to be found in the DB2 
installation path: <DB2-InstallDir>\java, where <DB2-InstallDir> is the installation 
location of DB2. On Windows, the default path is:

C:\Program Files\IBM\SQLLIB\java

On Linux and UNIX the default path is:

/opt/ibm/db2/V9.5/java

3. Copy the files db2jcc.jar and db2jcc_license_cu.jar from the DB2 directory on the 
server machine and place them into the following directory on the machine where you 
installed BIRT Designer (your local workstation or mobile computer): 
<BIRT-InstallDir>\eclipse\plugins\org.eclipse.birt.report.data.oda.jdbc_2.2.1.r
22x_v20070919\drivers, where <BIRT-InstallDir> is the installation location of BIRT 
Designer. The default path is:

C:\Program Files\IBM\BIRTDesigner221\eclipse\plugins\org.eclipse.birt.report.da
ta.oda.jdbc_2.2.1.r22x_v20070919\drivers

4. In addition to copying the JDBC driver files, you need to modify the Eclipse configuration 
eclipse.ini file found in the following directory: 
<BIRT-InstallDir>\eclipse\eclipse.ini, where <BIRT-InstallDir> is the installation 
location of BIRT Designer. The default path is:

C:\Program Files\IBM\BIRTDesigner221\eclipse\eclipse.ini

Open the file with a text editor and modify its contents in the following way:

-showsplash
org.eclipse.platform
--launcher.XXMaxPermSize
256m
-vm
C:\progra~1\IBM\BIRTDesigner221\jre\jre\bin\javaw.exe
-vmargs
-Xms40m
-Xmx512m

Be sure that the path provided with the -vm parameter is valid with your specific 
environment; if you installed the BIRT Designer in a location other than the default path, 
modify this line accordingly.

Note: Do not edit the Eclipse configuration file with Notepad, because it will not display 
line breaks correctly. Instead, use WordPad.
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See Figure 11-67 for an example of the eclipse.ini configuration file contents. 

Figure 11-67   Modified Eclipse configuration file contents

Workspace configuration with TCR Style Package
In order to achieve a common look and feel between all TCR reports, a Style Package is 
provided with Tivoli Common Reporting. To configure BIRT Designer to use that Style 
Package, follow this procedure:

1. Log on to the server machine where you installed TIP / TCR. The Style Package is copied 
as part of the TPC server component installation.

2. Locate the file TCRStylePackage_V1.2.zip to be found in the TCR installation path:
<TIP-InstallDir>\products\tcr\style, where <TIP-InstallDir> is the installation 
location of Tivoli Integrated Portal. On Windows, the default path is:

C:\Program Files\IBM\Tivoli\tip\products\tcr\style

3. Copy the file TCRStylePackage_V1.2.zip from the TCR directory on the server machine 
and place it into a temporary directory on the machine where you installed BIRT Designer 
(your local workstation or mobile computer). You do not need to extract the file.

4. Launch the BIRT Designer. If the installer did not create a shortcut, manually launch 
eclipse.exe from the following directory: <BIRT-InstallDir>\eclipse\eclipse.exe, 
where <BIRT-InstallDir> is the installation location of BIRT Designer. The default path is:

C:\Program Files\IBM\BIRTDesigner221\eclipse\eclipse.exe

5. The panel shown in Figure 11-68 is displayed, asking you for the location of a Workspace.

Figure 11-68   Eclipse Workspace Launcher
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Eclipse stores all user information in a Workspace directory. This includes configuration 
settings as well as all project-related files; the report definitions that you create are 
hierarchically organized into Projects, which are stored in the Workspace directory.

You can specify a custom directory or accept the default. The directory will be created if it 
does not already exist. In addition, you can choose to save this location as the default; 
otherwise you will be prompted for the Workspace location each time BIRT Designer 
starts.

6. The Eclipse window is displayed, displaying the Welcome panel as illustrated in 
Figure 11-69. Click the rightmost arrow icon in order to close the Welcome panel and 
proceed to the Workbench.

Figure 11-69   Eclipse Welcome panel

Tip: We recommend that you create a Workspace directory outside of a specific user’s 
home directory, such as C:\workspace, for example.
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7. Eclipse’s main window, the Workbench, is displayed. The Workbench can display various 
Perspectives. You will need to switch to the Report Design Perspective to start working 
with the BIRT Designer.

Locate the button in the top-right corner of the Workbench that reads Java. This button 
indicates that currently the Java Perspective is being displayed. Click the icon to the left of 
the Java button to open an additional Perspective. A drop-down menu opens, allowing you 
to select the Report Design Perspective as shown in Figure 11-70. 

Figure 11-70   Open the Report Design Perspective

Alternatively, you can select Window  Open Perspective  Report Design from the 
menu to switch to the Report Design Perspective.
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8. After switching to the Report Design Perspective, the Workbench now looks similar to 
Figure 11-71. 

Figure 11-71   Workbench layout after switching to Report Design Perspective

Next, you will need to import the TCR Style Package into the Workspace. In order to do 
so, click File  Import... from the menu.

9. The Import Wizard is displayed, as seen in Figure 11-72. To choose the import source, 
expand the branch titled General and click Existing Projects into Workspace. When you 
are done, click Next to proceed.
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Figure 11-72   Import Wizard

10.On the Import Projects panel, click Select archive file in order to be able to specify a 
compressed archive. Then, click Browse and locate the TCR Style Package file 
TCRStylePackage_V1.2.zip that you previously downloaded from the TCR server 
machine. See Figure 11-73 for an example.

Figure 11-73   Choose to import TCR Style Package
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Be sure that TCRStylePackage_V1.2 is checked in the list of projects, prior to clicking 
Finish to start importing the contained files.

11.The Import Wizard will close. Back in the Workbench, the Navigator panel in the bottom 
left corner of the window now lists a new Project named TCRStylePackage_V1.2. If you 
expand it, the contents look similar to Figure 11-74.

Figure 11-74   Imported TCR Style Package contents

12.Next, you will need to point the BIRT Designer to the imported resources and templates. 
To do so, click Window  Preferences... from the menu to open the Preferences panel.

13.In the Preferences panel, expand Report Design from the left-hand navigation tree and 
click Resource. See Figure 11-75 for an example.

Figure 11-75   Report Design Resource Preferences
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14.Click Select... and locate the TCRStylePackage_V1.2/resources folder inside the 
Workspace you specified during startup, as seen in Figure 11-76. 

Figure 11-76   Browse for resources folder inside TCR Style Package

Notice that you need to specify the absolute path to the resources directory inside the 
project folder. If you accepted the default Workspace location upon startup, the path is:

C:/Documents and Settings/<user>/workspace/TCRStylePackage_V1.2/resources/

Here, <user> is the user name of the user currently logged on. Refer to Figure 11-68 for 
additional details.

When you are done, click Apply to save the new configuration.

15.Select Report Design  Templates from the left-hand navigation panel. Click Select... 
and choose the TCRStylePackage_V1.2/templates directory. If you accepted the default 
Workspace location upon startup, the path is:

C:/Documents and Settings/<user>/workspace/TCRStylePackage_V1.2/templates/

Here, <user> is the user name of the user currently logged on.

Again, be aware of the fact that you have to specify an absolute path here; you might need 
to adopt it accordingly when moving the Workspace. When you are done, click Apply to 
save your changes. See Figure 11-77 for an example.

Note: Because you have to specify the absolute path to the project inside the 
Workspace, you need to adopt this setting when moving the Workspace in the future. 
When transferring the Workspace to another machine, you also need to modify this 
setting accordingly because the absolute path is likely to change in this case.
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Figure 11-77   Report Design Template Preferences

16.After you have set both the Resource folder and the Template folder for Report Design, 
expand the Report Design  Data Set Editor branch from the navigation tree and click 
JDBC Data Set.

17.In the JDBC Data Set panel, change the value for Maximum number of tables in each 
schema to display to 999, which is the maximum allowed value. See Figure 11-78 for an 
example. 

Figure 11-78   JDBC Data Set Preferences

 

 

 

586 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

Click Apply when you are done. You can now click OK to close the Preferences window.

Project creation and configuration
After you have installed the proper version of the DB2 JDBC drivers, modified the Eclipse 
configuration file and configured Report Designer for use with the TCR Style Package, you 
can now create a Project to hold your report designs.

An individual project will typically result in an individual report package .zip file to be 
imported to Tivoli Common Reporting afterwards. You might use separate projects to group 
reports for example by customer, by department or by line of business. You will, however, 
have to create at least one project to start developing BIRT reports.

Creating a new report package from scratch can be a complex task if you follow the Tivoli 
guidelines to use the official Style Package. Instead of creating a completely new report 
package, you might rather want to import the sample Workspace provided with this book and 
modify the existing reports. Refer to 11.4.3, “Importing sample BIRT Workspace” on page 615 
for instructions.

Creating a new project from scratch involves the following steps:

� Create the project structure including custom resources folder. Refer to “Project creation 
and configuration” on page 587.

� Create a Library and a Data Source inside that library. Refer to “Creation of Library and 
Data Source” on page 591.

� For each individual report, refer to “Creation of Report and Data Source import” on 
page 597):

– Import the Data Source from the library.
– Create Data Sets based on the Data Source.
– Use fields from the Data Set in report elements.
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Follow these steps to create a new Report Design Project:

1. From the menu, select File  New  Project.... The New Project Wizard is displayed.

2. Expand the Business Intelligence and Reporting Tools branch and select Report 
Project, then click Next. See Figure 11-79 for an example.

Figure 11-79   New Project Wizard

3. On the next panel you are required to specify a Project name. Specify a name as seen in 
Figure 11-80, then click Finish to create the project.

Figure 11-80   Specify Project name
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4. After you have created the project, the Navigator panel in the bottom left corner of the 
Workspace now lists a new Project with the name you just specified, as seen in 
Figure 11-81.

Figure 11-81   New empty project

5. You have to copy the resources folder from the TCR Style Package to your new project. 
To do so, from the Navigator panel, right-click the resources folder inside the 
TCRStylePackage_V1.2 project imported earlier. From the context menu, select Copy 
as seen in Figure 11-82.

Figure 11-82   Copy resources folder from TCR Style Package
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6. Next, right-click your new project in the Navigator panel. From the context menu, select 
Paste to start copying the resources folder selected earlier. See Figure 11-83 for an 
example. 

Figure 11-83   Paste resources folder into new project

7. You might see a progress panel while the files are being copied. After the copy process 
has finished, the structure of your new project looks similar to Figure 11-84. 

Figure 11-84   New project containing resources folder

Note: It is essential to create the project’s directory structure exactly as outlined here. 
Your project needs to have a folder titled resources, and in that folder there needs to 
be a sub-folder titled tcr_common. If you do not follow this structure, your resulting 
report package .zip file might become incompatible with Tivoli Common Reporting!
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Now you need to configure the BIRT Report Designer to use the resources folder that you 
just copied to your project, rather than the generic resource folder from the TCR Style 
Package specified earlier. To achieve this, click Window  Preferences... from the 
menu.

8. Select Report Design  Resource from the left-hand navigation tree to open the 
Resource folder panel. Click Select and browse to the resources folder inside your new 
project, as shown in Figure 11-85.

Figure 11-85   Browse for resources folder inside new project

When you are done, click Apply and OK to close the Preferences window.

Creation of Library and Data Source
To be able to share elements between multiple reports in a project or report package, we 
highly recommend that you create a Library. This is especially useful to share database 
connection information (called Data Sources) between multiple reports.

To create a Library and a Data Source in your project, follow these steps:

1. From the menu, select File  New  Library. The New Library panel is displayed.

2. You need to specify a parent folder and a filename. Enter a name such as TPC.rptlibrary 
and select the resources directory of your project as the parent folder. This way, the 
library is placed inside the custom resources folder prepared earlier. See Figure 11-86 for 
details. When you are done, click Finish to create the library.

Note: Be sure to change the Report Design Preferences to point to the custom 
resources folder inside the project you are currently working on. If you do not do so, the 
resulting report package .zip file might become incompatible with Tivoli Common 
Reporting!
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Figure 11-86   Create new library inside custom resources folder

3. The panel shown in Figure 11-87 informs you that you need to access elements in your 
library from the outline view. After reading the message text, click OK to close the panel.

Figure 11-87   Library information message

4. Verify that the library was created inside the resources folder of your project on the same 
level as the tcr_common folder, as seen in Figure 11-88.

Figure 11-88   Project structure containing new library inside resources folder
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5. To create elements in your new library, switch from the Navigator panel to the Outline 
panel by clicking the Outline tab in the panel in the bottom left corner of your Workbench. 
The panel looks similar to Figure 11-89. 

Figure 11-89   Switch to outline view

6. Right-click Data Sources in the outline panel; this opens a context menu that allows you 
to create a New Data Source inside the library. See Figure 11-90. 

Figure 11-90   Create New Data Source

7. You are prompted for the Data Source Type that you want to create. Because we plan to 
connect to the TPC database repository using JDBC, select JDBC Data Source as seen 
in Figure 11-91. 
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Figure 11-91   Select JDBC Data Source type

In addition, specify a name for your new Data Source such as TPCDB. When you are 
done, click Next to proceed.

8. You will now be prompted for the connection information of the Data Source Profile you 
are about to create. First, verify that the DB2 JDBC drivers which you copied earlier have 
been properly loaded by clicking Manage Drivers. The Manage JDBC Drivers panel is 
displayed as seen in Figure 11-92. 

Figure 11-92   Manage JDBC Drivers

You can see the two files, db2jcc.jar and db2jcc_license_cu.jar, that you copied 
earlier. If those two files are not displayed in the list, click Add... to manually add them in. 
When you are done, click OK to close the Manage JDBC Drivers panel.

Tip: For Data Sources, we recommend that you choose names that indicate the 
database you plan to connect to. The default name of the TPC database is TPCDB.
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9. Back in the New JDBC Data Source Profile panel, locate the Driver Class drop-down 
menu and expand it. Select the following entry:

com.ibm.db2.jcc.DB2Driver(v3.53)

If you do not find this entry, this means that you did not load the proper DB2 JDBC drivers. 
Click Manage Drivers to fix this problem, as outlined in the previous step.

After selecting the appropriate Driver Class, fill in the other fields as illustrated in the 
New JDBC Data Source Profile.

Figure 11-93   New JDBC Data Source Profile

You need to provide the following information:

Database URL: Specify the URL in the following format:

jdbc:db2://<hostname>:<port>/<database> 

Here, <hostname> is the (resolvable) host name or IP address of 
the server that has DB2 installed, <port> is the TCP/IP port DB2 is 
using (default is 50000), and <database> is the name of the 
database that you plan to connect to.

The URL, for example, looks like this:

jdbc:db2://colorado.itso.ibm.com:50000/TPCDB 

User Name: Specify a user ID that has database authority on the target DB2 
instance you plan to connect to. We highly recommend that you 
use a view-only user when connecting to the TPC database 
repository, such as TPCRPT. See 11.2.4, “Creation of view-only 
reporting user” on page 529 for additional details.

Password: Specify the password for the database user.

JNDI URL: Leave this field empty.

10.After you have selected the appropriate DB2 JDBC Driver Class and filled in all fields, click 
Test Connection to verify the specified parameters. The result looks similar to 
Figure 11-94.
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Figure 11-94   Connection Test results

If, instead, you see an error message regarding the connection attempt, go back and 
review the specified parameters.

After the connection test was successful, click Finish to store the parameters and create 
your new Data Source.

11.Verify that the Data Source was created in the Outline view. The contents of this panel 
now look similar to Figure 11-95.

Figure 11-95   New Data Source in outline view
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Creation of Report and Data Source import
Now that the project was created and the structure was prepared, including a Data Source 
inside the Library, you can now start developing individual reports. We walk through the 
process of creating a new report from a Template definition out of the TCR Style Package.

On a high level, you must perform the following steps in order to do so:

1. Import the Data Source from the library.
2. Create Data Sets based on the Data Source.
3. Use fields from the Data Set in report elements.

To create a new BIRT report, follow this procedure:

1. From the menu, select File  New  Report. The New Report panel is displayed.

2. You need to specify a parent folder and a filename. Enter a name such as 
Subsystem_Overview.rptdesign and select the root directory of your project as the 
parent folder. See Figure 11-96 for details. When you are done, click Next to proceed.

Figure 11-96   Specify report name and parent folder

Note: Be sure not to create the new report in the resources folder, which might still be 
selected from creating the Library previously. Instead, create the report in the root 
folder of your project.
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3. The next panel allows you to choose a report template to start from. Choose TCR_Table 
from the list of available templates and click Finish to create a report based on this 
template. See Figure 11-97 for an example. 

Figure 11-97   Create new report based on template

4. Verify that the new report was created and is selected as the active document. To do so, 
switch the bottom left panel back to Navigator view (if it is still set to Outline view) and 
verify that the new report file is available in the root folder of your project. The panel looks 
similar to Figure 11-98. Double-click the new report to open it and set it as the active 
document.

Figure 11-98   Verify new report was created in project root directory
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5. To have more room for editing report elements, maximize the Layout panel by 
double-clicking the tab with the report title as shown in Figure 11-99.

Figure 11-99   Double click tab to maximize layout panel

All other panels are temporarily minimized, leaving more panel space for the Layout panel. 
To restore the panels, double-click the tab with the report name again.

6. The selected report template contains many elements that we are not currently interested 
in. Because we do not plan to use them in our example report, we simply delete them. To 
do so, click somewhere in the white space inside the report’s Grid structure, as illustrated 
in Figure 11-100.

Figure 11-100   Click in the white space inside the report’s grid structure

You will now see horizontal and vertical tabs around the (highlighted) grid structure of the 
report. By clicking those tabs, you can easily select entire rows or columns of the grid.
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7. Select the tab to the left of the cell containing the parameter fields (Param1 through 
Param3), as illustrated in Figure 11-101.

Figure 11-101   Click tab to select entire grid cell

If you now press the <Delete> key, you will delete this entire cell with all report elements 
contained in it. Delete the cell that contains the label Sample Table Report Secondary 
Title.

8. Repeat the previous procedure to also delete the cell that contains the label Parameter 
Group 2. 

9. Scroll down, leaving the cell that contains the label Sample Table Report Section 1 
Sub-text Heading untouched. Do not delete this cell; we use it later on. 

10.Delete the cell that contains the label Sample-Table with Multi-Column Header Section 
2 Sub-text Heading as well as the cell underneath it, containing the table. The report now 
looks similar to Figure 11-102. 
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Figure 11-102   Resulting report layout after deleting unnecessary elements

11.We are using the remaining table report element to display the information in our report. 
The table does, however, still contain sample columns from the template definition. To 
remove them, click the table cell that reads [CUSTOMERNAME] to select it and then 
press the <Delete> key. Do this for all three columns (delete [PHONE] and 
[POSTALCODE] as well). The report now looks similar to Figure 11-103. 

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 601



 

Figure 11-103   Resulting report layout after deleting table contents

12.We can now start adding in our own data to the table. To do so, we first need to import the 
defined Data Source. Double-click the tab containing the report title to restore the initial 
Workbench and display the other panels.

13.We need to link the Data Source from the Library into the report definition. To do so, 
switch the top left panel to the Library Explorer view by clicking the tab labeled Library 
Explorer. Locate the Data Source you created earlier, in our case TPCDB. See 
Figure 11-104 for an example.

Figure 11-104   Library Explorer panel
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14.In the bottom left panel, switch to the Outline view, as shown in Figure 11-105. Be sure 
your new report definition is still the active document.

Figure 11-105   Outline panel

You will notice that the report already defines a Data Source named SampleDataSource. 
This is defined in the template definition; you can ignore it.

15.In order to add a link to the Data Source definition from the Library, click and drag the Data 
Source element (for example, TPCDB) from the Library Explorer panel (top left) to the 
Outline panel (bottom left). While dragging the element to the Data Source branch of the 
Outline panel, you can see a little + sign as shown in Figure 11-106.

Figure 11-106   Drag Data Source from Library Explorer to Outline view

16.After dropping the Data Source element (TPCDB) to the Outline view, it is displayed there 
in addition to the SampleDataSource (from the template definition). Be sure that the 
Outline view looks similar to Figure 11-107 before proceeding.

Figure 11-107   Outline view containing link to Data Source

 

 

 

Chapter 11. Customized Reporting through Tivoli Common Reporting 603



 

17.Next, we need to create a Data Set. Data Sets represent database queries that produce 
columns, which can then be used to populate report elements such as tables.

Switch the top-left panel from the Library view to the Data Explorer view, by clicking the 
Data Explorer tab as shown in Figure 11-108.

Figure 11-108   Switch to Data Explorer

As Data Sources, you can see the SampleDataSource from the template definition as well 
as the linked Data Source from the Library (TPCDB). As Data Sets, you can see a 
SampleDataSet; this is defined in the template definition as well. You can ignore it.

18.Right-click the Data Sets branch to open a context menu and select New Data Set, as 
seen in Figure 11-109.

Figure 11-109   Create New Data Set
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19.The New Data Set wizard is displayed, allowing you to specify a Name, a Data Source 
and a Type for the new Data Set you are about to create. Remember that a Data Set will 
represent an individual SQL query; the name reflects the purpose of the particular query, 
such as Subsystems. Select your custom Data Source, such as TPCDB, and be sure 
that Data Set Type is set to SQL Select Query. See Figure 11-110 for an example.

Figure 11-110   Net Data Set wizard

When you are ready, click Next to proceed.

20.The next panel allows you to specify the corresponding SELECT query for the Data Set 
you are about to create.

You can use the left-hand navigation tree to browse the available database schemas and 
all tables and views it contains, as well as their columns. You can optionally limit the 
amount of shown tables and views by applying filters to the navigation tree.

After you have identified a schema, table, view, or column that you plan to use in your 
query, the name of this particular item can be dragged to the right-hand panel showing the 
SQL query; the name is inserted at the position where you drop the item. Alternatively, you 
can manually edit the query text and add clauses, and so on.

Modify the query text as follows:

select
VENDOR,
TYPE,
SERIAL_NUMBER

from
TPCREPORT.STORAGESUBSYSTEM

for fetch only with UR

Tip: For Data Sets, we recommend that you choose names that indicate the used base 
tables or views of the corresponding query.
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See Figure 11-111 for an example. 

Figure 11-111   Simple SELECT query for new Data Set

Click Finish when you are ready.

21.The panel shown in Figure 11-112 is displayed, showing the columns that the specified 
query will produce. 

Note: Remember that BIRT is not specifically intended to be used for development of 
SQL statements. We recommend that you develop and test SQL statements using 
external tools first and insert (Copy and Paste) the final statement into this panel 
afterwards.
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Figure 11-112   Data Set Output Columns

22.From the left-hand navigation tree, click Preview Results to verify the data produced by 
the specified query. The result looks similar to Figure 11-113.

Figure 11-113   Data Set Preview Results

Click OK to close the Data Set panel. You can always re-open this panel, for example, 
to further refine your SQL code, by double-clicking the Data Set from the Data Explorer 
panel of Workbench.

23.Verify that in the Data Explorer panel of Workbench you now see your new Data Set. 
When expanding it, you can see a list of all columns the Data Set produces, as illustrated 
in Figure 11-114.
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Figure 11-114   Data Set Output Columns displayed in Data Explorer panel

Those Output Columns can now be used to populate report elements, such as the 
prepared table. Alternatively, you can, for example, display them in a chart; doing so will, 
however, we do not cover this method.

24.Before you are able to use columns from the new Data Set with the existing table report 
element, you need to modify the table’s Data Binding. A report element can only be bound 
to one Data Set at any given time.

To modify the existing Data Binding of the table element, right-click any cell inside the 
table and select Edit Data Binding from the context menu. See Figure 11-115 for details.

Figure 11-115   Right-click table cell and choose Edit Data Binding from context menu
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25.The panel that is displayed now allows you to modify the table’s Data Binding. Locate the 
drop-down menu next to the Data Set label; currently it is set to SampleDataSet, as seen 
in Figure 11-116.

Figure 11-116   Modify report element’s Data Binding

Expand the drop-down and select your custom Data Set instead to modify the report 
element’s Data Binding. When doing so, the warning message shown in Figure 11-117 is 
displayed, asking you for confirmation about clearing the element’s Data Binding. 

Figure 11-117   Warning message

Click Yes to confirm clearing the element’s existing data binding. Back in the Data Binding 
panel, you can now see the output columns of your custom Data Set being bound to the 
report element. Click OK when you are done.

26.You can now drag columns from your custom Data Set in Data Explorer view (top left 
panel) into the table cells to display them. While dragging the column to the table, you can 
see a little + sign. Be sure to drag the columns into the Detail row (middle row) of the table 
element; see Figure 11-118 for an example:
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Figure 11-118   Drag Data Set columns into table’s Detail row

27.Drag and drop all three Data Set columns to the three available table columns. The result 
looks similar to Figure 11-119. 

Figure 11-119   Table report element containing all three Data Set columns

28.The last step in this example is to remove the Report Parameters from the report 
definition. They were also defined in the template definition but are not used in our 
example report. To remove them, expand the Report Parameters branch in the Data 
Explorer view, as shown in Figure 11-120.

Figure 11-120   Report Parameters in Data Explorer panel
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29.Right-click one of the parameters (Param1 through Param4) and click Delete from the 
context menu. Do this for all four report parameters.

30.You can now run the report to preview the output. To do so, click the Preview tab of the 
Layout panel, as illustrated in Figure 11-121. 

Figure 11-121   Click Preview tab to run report
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The resulting report preview looks similar to Figure 11-122. 

Figure 11-122   Preview of the resulting report

Export of report package from BIRT Designer
In this section, we explain how to export report packages from BIRT Report Designer. The 
created report packages can later be imported into Tivoli Common Reporting as outlined in 
11.3.5, “Importing report packages” on page 567.

For additional information about the format of TCR report packages, refer to IBM Tivoli 
Common Reporting Development and Style Guide, SC23-8861, Chapter 4. “Creating reports 
and report packages.”

Note: The static text elements of the report, such as table column headings or descriptive 
paragraphs, have not been adopted properly. Modification of the report text elements, 
including configuration for various output languages (Native Language Support), is beyond 
the scope of this example.

For further information about Native Language Support, refer to the IBM Tivoli Common 
Reporting Development and Style Guide, SC23-8861, section 5.3 “Globalization / 
Localization,” as well as the tutorial available at the following URL:

http://www.eclipse.org/birt/phoenix/tutorial/
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Follow these steps to export an existing project from BIRT Report Designer:

1. If you did not do so already, switch the bottom left panel to Navigator view.

2. Right-click the project you want to export into a report package from the Navigator view. A 
context menu is displayed, as shown in Figure 11-123. Select Export... from the context 
menu to open the Export wizard.

Figure 11-123   Right-click project in Navigator view to export

3. The Export wizard will prompt you to specify the export type. Expand the General branch 
and select Archive File, as illustrated in Figure 11-124. Click Next to continue.
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Figure 11-124   Select export type

4. The panel shown in Figure 11-125 allows you to specify details of the archive file you are 
about to create. Per default, all files in the selected project must be included; verify that 
there is a check mark next to all files in the project you want to export. Be sure that you do 
not include files from other projects, such as the TCR Style Package.

Figure 11-125   Specify archive file details
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In addition, you need to specify a name of the archive file you are about to create. From 
the available options, be sure to select Save in zip format as well as Compress the 
contents of the file.

Click Finish when you are done. The created report package .zip file now contains all 
reports and related resources, and so on. It can be imported into Tivoli Common 
Reporting. Refer to 11.3.5, “Importing report packages” on page 567 for instructions about 
doing so.

11.4.3  Importing sample BIRT Workspace

Creating a new report package from scratch can be a complex task if you follow the Tivoli 
guidelines to use the official Style Package. Instead of creating a completely new report 
package, you might rather want to import the sample Workspace provided with this book and 
modify the existing reports.

Be sure to complete the configuration steps outlined in “Driver installation and initial 
configuration” on page 578 before importing the sample Workspace. You will need to copy the 
DB2 JDBC drivers and modify the Eclipse configuration file.

To import the sample BIRT Workspace provided, follow these steps:

1. Download the file titled SampleWorkspace.zip from the additional Web material that 
accompanies this book.

2. Extract the compressed archive to a directory, such as:

C:\SampleWorkspace

3. Launch the BIRT Designer; when prompted for the location of the Workspace, specify the 
directory that you extracted from the archive .zip file, as illustrated in Figure 11-126.

Figure 11-126   Select sample Workspace

If you already have the BIRT Designer running with another Workspace specified, select 
File  Switch Workspace  Other... to switch the current Workspace directory.

4. The Workbench is displayed. You will need to edit the Data Source that is defined in the 
Library to match your environment. To do so, make sure the Library TPC.rptlibrary is 
selected as the current active document, then locate the Data Source titled TPCDB from 
the Data Explorer view, as shown in Figure 11-127. 
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Figure 11-127   Data Source defined in Library

5. Double-click the TPCDB Data Source in Data Explorer view to open the properties panel. 
You might need to change the Database URL, User Name, and Password to match your 
specific environment. See Figure 11-128 for an example.

Figure 11-128   Data Source properties
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Be sure to click Test Connection... to validate your settings prior to clicking OK to return 
to the Workbench.

6. In addition to adopting the Data Source to your environment, you might need to modify the 
resource and template folder location depending on the location of your Workspace. To do 
so, from the menu click Window  Preferences.... The Preferences window is displayed.

7. From the left-hand navigation tree, select Report Design  Resource. Click Select... 
and navigate to the TPC_Sample/resources folder inside the SampleWorkspace 
directory you extracted earlier. Notice that you need to specify the absolute path to the 
directory, as shown in Figure 11-129.

Figure 11-129   Specify Resource folder location

Click Apply when you are ready.
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8. Next, select Report Design  Template from the left-hand navigation tree. Click 
Select... and navigate to the TCRStylePackage_V1.2/templates folder inside the 
SampleWorkspace directory you extracted earlier, as shown in Figure 11-130. 

Figure 11-130   Specify Template folder location

Click Apply when you are ready, prior to clicking OK to close the Preferences window.

You are now ready to run (preview) the existing reports, modify them, or create new ones - 
either from scratch or based on the provided templates. You can finally export the reports 
package as outlined in “Export of report package from BIRT Designer” on page 612.

11.4.4  Further reading

This section gives you an overview of the available documentation about Tivoli Common 
Reporting and the BIRT Report Designer.

For your primary source of information regarding usage of the BIRT Report Designer to 
develop reports that are compatible with TCR, using provided Style Packages and 
Guidelines, refer to the IBM Tivoli Common Reporting Development and Style Guide, 
SC23-8861, which is available from the following URL:

http://publib.boulder.ibm.com/infocenter/tivihelp/v3r1/index.jsp?topic=/com.ibm.ti
voli.tcr.doc/tcr_welcome.html
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For additional information about Tivoli Common Reporting, including report examples, 
forums, and downloadable material, refer to the following URL:

http://www.ibm.com/developerworks/spaces/tcr

For additional introductory material about using the BIRT Designer to develop reports, follow 
the tutorials at the following URL:

http://www.eclipse.org/birt/phoenix/tutorial/

In addition, the BIRT Exchange Web site provides information and community tools such as 
Wikis, Forums, and Tutorials:

http://www.birt-exchange.com

Furthermore, you can refer to the WebSphere Information Center to access the BIRT Report 
Developer Guide:

http://publib.boulder.ibm.com/infocenter/iadthelp/v7r0/index.jsp?topic=/org.eclips
e.birt.doc/birt/birt-01-1.html

Tip: A copy of the TCR Development and Style Guide is also available in the installation 
location after installing TIP / TPC in the following directory:

<TIP-InstallDir>\products\tcr\style\tcr_style_guide.pdf

Here, <TIP-InstallDir> is the installation location of Tivoli Integrated Portal. On Windows, 
the default installation path is:

C:\Program Files\IBM\Tivoli\tip

On Linux / UNIX, the default TIP installation path is:

/opt/IBM/Tivoli/tip

Note: When using information from the Eclipse Web site, keep in mind that when 
developing reports that are to be used with Tivoli Common Reporting additional aspects 
such as style guidelines and proper usage of libraries need to be considered, as outlined In 
this section,.
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Appendix A. Report and Data Source Import 
Configuring X11 forwarding

In this appendix, we show the step-by-step installation and configuration of tools used to 
achieve X11 forwarding in a firewalled environment. This includes the installation of the 
prerequisite components on the UNIX/Linux side as on the Windows workstation side. 
Following the instructions, you can use the graphical installers of the UNIX/Linux distributions 
of TPC V4.1 from your Windows workstation.

A
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Preparing the display export

The various installers used to install the products described in this book use a graphical user 
interface by default.

There are two methods described in this section, X11 forwarding using a program such as 
Cygwin running on a Windows server (see “Preparation of the Windows workstation” on 
page 623) or VNC Server running on the AIX host system (see “VNC Server” on page 634). 
You can choose whichever method best suits you.

The -silent or -console options are not supported with the Tivoli Storage Productivity Center 
V4.1.

The solution to achieve a display export described here is one of many possible ways to do it. 
Our servers and the environment we use are behind a firewall. It does not allow connections 
to be made from the AIX server behind the firewall to the outside machines in front of the 
firewall. Therefore we decided to implement the following solution, which is based on the use 
of ssh, ssl, rpm, cygwin, and PuTTY. The solution is described utilizing an AIX server and a 
Windows workstation. It will also work with other UNIX distributions and Linux if the involved 
tools are applied properly.

Preparation of the AIX server

To install various tools used on AIX, we utilize the tool rpm. Most Linux distributions already 
have rpm preinstalled, you have to separately install it for AIX.

� rpm

The tool rpm for AIX is part of the AIX Toolbox for Linux Applications. It contains open 
source packages available for installation on AIX 5L™. You can find the rpm tool and more 
information about the AIX Toolbox for Linux Applications on:

http://www.ibm.com/servers/aix/products/aixos/linux/download.html

Or you can directly download the rpm tool from:

ftp://ftp.software.ibm.com/aix/freeSoftware/aixtoolbox/INSTALLP/ppc/rpm.rte

After download, install the rpm tool using smitty / installp.

� openssl

Also part of the AIX Toolbox for Linux Applications but within the section Cryptographic 
Content for AIX is the openssl package for AIX (Figure A-1). To download cryptographic 
content, you have to log on to the download site with your IBM ID. If you do not have an 
IBM ID already, you can apply for one on the site, it is free:

https://www14.software.ibm.com/webapp/iwm/web/preLogin.do?source=aixbp

Figure A-1   OpenSSL menu

After download, install the openssl package for AIX using rpm.
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� openssh

The third component that is used on AIX in this solution is the OpenSSH on AIX package. 
It is available as part of the AIX 5L Expansion Pack and Web Download Pack or on the 
open source software Web site, sourceforge.

The AIX 5L Expansion Pack and Web Download Pack is a collection of extra software that 
extends the base operating system capabilities. It is available at:

http://www.ibm.com/servers/aix/expansionpack/index.html

The open source software project OpenSSH on AIX can be reached via:

https://sourceforge.net/projects/openssh-aix/

Access OpenSSH on AIX  openssh-5.0_r2 and download the package.

After download, install the OpenSSH on AIX package using smitty / installp.

Preparation of the Windows workstation

We use the tool PuTTY to connect to the AIX server utilizing ssh and enabling X11 forwarding. 
This tool is optional, because you can also achieve a successful X11 forwarding with the use 
of only cygwin.

� PuTTY

PuTTY is a client program for the SSH, Telnet, and Rlogin network protocols. It is available 
for download at:

http://www.chiark.greenend.org.uk/~sgtatham/putty/

Download and install the tool by either executing the installer or simply by extracting or 
copying the files to a folder of your choice, depending your download selection.

� cygwin

cygwin is a Linux-like environment for Windows. It is available for download at:

http://www.cygwin.com/
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cygwin installation
Download the setup.exe as follows:

1. On the Windows workstation you want to use to receive the X11 forwarding, double-click 
setup.exe. The cygwin setup will start and welcome you with a panel similar to the one 
shown in Figure A-2.

Figure A-2   Cygwin setup

2. Click Next to continue with the installation. A new window similar to Figure A-3 displays 
and asks you to choose your installation type. Assuming that this is the first time you are 
installing cygwin, you select the option Install from Internet to access the product source 
files from an online repository. Click Next.

Figure A-3   Cygwin source install 
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3. The installation asks you to choose an installation directory. Best practice is to leave the 
options selectable here at their default value as shown in Figure A-4. Try to avoid adding 
additional directory levels, other drive locations, or spaces in the directory name and path. 
Click Next to continue.

Figure A-4   Cygwin root directory install 

4. This dialog prompts you for a local package directory (see Figure A-5). It is used to save 
the download files to hard disk for the current installation and also provides the possibility 
for further installations and local network distribution. Choose a folder that has enough 
space left and click Next to continue.

Figure A-5   Cygwin local package directory 
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5. This dialog lets you specify your type of Internet connection. If you use a proxy or other 
special settings to connect to the Internet, you can specify that in Figure A-6. Click Next to 
continue.

Figure A-6   Cygwin Setup Internet connection type

6. The installation starts to connect to the Internet and downloads a list of possible mirror 
sites from which you will be able to choose (see Figure A-7). 

Figure A-7   Cygwin Setup download progress
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7. If you use a firewall product, make sure that the installer is allow to connect to the Internet 
(see Figure A-8).

Figure A-8   Symantec Client Firewall settings

8. The installer prompts you to choose a download site (see Figure A-9). Besides choosing 
one from the list that is shown, you can also specify your own, which you can look up on 
the cygwin Web page. To speed up your installation, you can choose a mirror site close to 
the location of your installation. Select a mirror site and click Next to continue.

Figure A-9   Cygwin download site
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9. This dialog lets you select the packages to install. Scroll through the packages and open 
All  X11  xwinwm (see Figure A-10). Make sure that it is selected for installation. 
Additional required packages will automatically be installed. Click Next to continue.

If you need any additional packages installed other than the ones already chosen, make 
sure that you select them here. In our case, we needed to install additional font packages 
as seen in Figure A-11; this was due to an error received when invoking the Tivoli Storage 
Productivity Center V4.1 installer. Refer to Chapter 4, “Tivoli Storage Productivity Center 
installation and upgrade on AIX” on page 179 to see the error.

f

Figure A-10   Packages to install 

Figure A-11   Additional packages
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The installation starts downloading data from the Internet and installing it to your hard drive as 
shown in Figure A-12.

Figure A-12   Cygwin Setup progress 

After the installation is finished, you are prompted to choose whether to create a desktop icon 
and a start menu icon. Select what suits you best and click Finish to end the installation 
(see Figure A-13).

Figure A-13   Cygwin Setup -Create Icons panel 
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Congratulations, you have successfully installed cygwin. Click OK to end the installation 
(see Figure A-14).

Figure A-14   Cygwin Installation Complete 

X11 forwarding from AIX to Windows
The second part of this solution is optional. To achieve X11 forwarding from the AIX system 
to your Windows workstation, you have to open an ssh connection to the AIX system. This 
can be done using cygwin or using PuTTY.

To open an ssh connection to the AIX server using cygwin, open a cygwin bash shell:

Start All Programs cygwin Cygwin Bash Shell

From within the newly opened cygwin bash shell window, issue the command:

Xwin -multiwindow 

To start the X11 server on your Windows workstation, the -multiwindow option to the XWin 
command will make all X11 windows forwarded from any server be displayed in their own, 
separate Windows window. If you prefer to have all the X11 forwardings be displayed in one 
single Windows window, just start XWin without any options.

Now open a local xterm window:

Start All Programs Cygwin-X xterm

From within the newly opened xterm window, enter the following command:

Start Run... 

Then enter:

C:\cygwin\bin\run.exe -p /usr/X11R6/bin xterm -display 127.0.0.1:0.0 -ls

From within the newly created xterm window, enter the following commands:

xhost +

This command will disable security and allow all external hosts to forward X11 to your 
machine.

ssh -X root@9.43.86.101

This command will create an ssh connection to the remote machine 9.43.86.101 as root user 
and enable X11 forwarding through that tunnel.

 

 

 

630 IBM Tivoli Storage Productivity Center V4.1 Release Guide



 

After successfully connecting to the remote machine, start a graphical terminal window from 
the remote host to verify that X11 forwarding is working by issuing the following command 
(see Figure A-15):

xterm &

Figure A-15   Start a graphical terminal window

This will open a graphical terminal window from the remote machine exported to your local 
workstation. Congratulations, you have successfully configured X11 forwarding.

PuTTY installation
If you want to use PuTTY to achieve X11 forwarding, you first need to install it. Download the 
executable from:

http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html

Then put it into a directory on your workstation or download and use the PuTTY installer.

Either way, you will be able to start PuTTY by simply executing the command:

putty.exe
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Enter the connection information to the AIX machine and make sure to choose ssh as 
protocol as shown in Figure A-16.

Figure A-16   PuTTY session options 

On the left side of the PuTTY windows, browse to Connection  SSH  X11 and check the 
Enable X11 forwarding check box (see Figure A-17). 

Figure A-17   PuTTY configuration options 
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You are now done. It is considered a best practice to browse back to Session and specify a 
name for the session to save it for further reuse. Click Save to save the session. Then click 
Open to initiate the connection to the AIX server.

Setup for the AIX server

Edit the /etc/ssh/sshd_config file and make sure the following lines are in present and not 
commented out:

X11Forwarding yes
X11DisplayOffset 10
X11UseLocalhost yes

Restart the ssh daemon by issuing this command:

kill -HUP <processnumber of sshd>

To determine the process number of the sshd, issue:

ps -ef | grep sshd

Carefully browse through the results of the command and identify the ssh daemon. 

root@azov.itsosj.sanjose.ibm.com:/>ps -ef | grep sshd
    root 225430 237866   0 13:57:59  pts/2  0:00 grep sshd
    root 180584 197108   0 13:43:04      -  0:00 sshd: root@pts/2
    root 197108 102788   0   May 02      -  0:05 /usr/sbin/sshd
    root 225712 197108   0 10:03:22      -  0:03 sshd: root@pts/0

In our example, the ssh daemon has the process number 197108. To restart our ssh daemon, 
issue:

kill -HUP 197108

You might have to disconnect your ssh session now and reconnect to enable the new settings 
for your session.

Then, on the Windows workstation, start cygwin by clicking Start  All Programs  
cygwin  Cygwin Bash Shell.

From within the newly opened cygwin bash shell window, issue Xwin -multiwindow to start 
the X11 server on your Windows workstation. The -multiwindow option to the XWin command 
will make all X11 windows forwarded from any server be displayed in their own, separate 
Windows window. If you prefer to have all the X11 forwardings be displayed in one single 
Windows window, just start XWin without any options.

With the cygwin bash shell window still open and the X11 server on your Windows 
workstation running, go back to the PuTTY window, which still remains open, and issue:

xterm &
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A remote xterm window will open on your local workstation as shown in Figure A-18.

Figure A-18   Remote xterm window 

Congratulations, you have successfully configured X11 forwarding.

VNC Server

If you do not want to use programs such as Cygwin running on the windows server, then you 
can install and configure a VNC server on the AIX server, allowing the user to export the 
display to a WEB UI. We describe the steps needed to achieve this.

VNC permits you to access a remote AIX desktop GUI. The AIX system runs the VNC Server; 
the user runs a VNC viewer (or IE6 w/Java).

The VNC server for AIX5L is available for download from:

ftp://ftp.software.ibm.com/aix/freeSoftware/aixtoolbox/RPMS/ppc/vnc/vnc-3.3.3r2-3.
aix5.1.ppc.rpm

Follow these installation steps:

1. Install the RPM (on AIX5L) using the command: rpm -Uhv vnc* 

2. Edit: /usr/bin/X11/vncserver 

Chg to: $cmd .= " -ac"; 
Chg from: $cmd .= " -auth $xauthorityFile"; 

Chg to: 
$cmd .= " -fp /usr/lib/X11/fonts/,/usr/lib/X11/fonts/misc/,/usr/lib/X11/fonts/75dpi/"; 

Chg from: # $cmd .= " -fp /usr/lib/X11/fonts/misc/,/usr/lib/X11/fonts/75dpi/"; 

Chg to: $vncClasses = "/opt/freeware/vnc/classes"; 
Chg from: $vncClasses = "/usr/local/vnc/classes"; 

3. Log on as a regular (non-root) user and enter the command: vncserver 

4. You will be prompted to enter (create) your VNC password, and the program will exit.
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5. Start the VNC server using the command: vncserver 

New 'X' desktop is azov.itsosj.sanjose.ibm.com:1 

Starting applications specified in //.vnc/xstartup 

Log file is //.vnc/azov.itsosj.sanjose.ibm.com:1.log 

6. In IE6’s address bar (Firefox can be used), enter the complete URL for the VNC server 
instance. The “trick” is to know that you must translate the assigned display ID (:1) to the 
correct port number.

Examples:

:1 translates to :5801 
:2 translates to :5802 
:3 translates to :5803 

7. Log on using the password created in step 4, as seen in Figure A-19.

Figure A-19   VNC Authentication
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8. Export the display on the AIX server and test by issuing xclock. You will see the clock 
displayed within the VNC viewer, as shown in Figure A-20.

Figure A-20   VNC Viewer

9. Based the VNC startup message; the correct/complete URL is:

http://azov.itsosj.sanjose.ibm.com:5801

Hint: It will fail if you omit the http:// 

You are now able to run the installation program using the VNC viewer.
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Appendix B. DB2 table space considerations

In this appendix, we discuss the trade-offs to consider when determining which type of table 
space to use to store your data—either system managed space (SMS), or database 
managed space (DMS). 

B
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Selecting an SMS or DMS table space
There are a number of trade-offs to consider when determining which type of table space to 
use to store your data. A table space can be managed using either system managed space 
(SMS), or database managed space (DMS). For an SMS table space, each container is a 
directory in the file space of the operating system, and the operating system’s file manager 
controls the storage space. For a DMS table space, each container is either a fixed size 
pre-allocated file, or a physical device such as a disk, and the database manager controls the 
storage space. 

Tables containing user data exist in regular table spaces. The system catalog tables exist in a 
regular table space. 

Tables containing long field data or large object data, such as multimedia objects, exist in 
large table spaces or in regular table spaces. The base column data for these columns is 
stored in a regular table space, whereas the long field or large object data can be stored in 
the same regular table space or in a specified large table space. Indexes can be stored in 
regular table spaces or large table spaces. 

Temporary table spaces are classified as either system or user. System temporary table 
spaces are used to store internal temporary data required during SQL operations such as 
sorting, reorganizing tables, creating indexes, and joining tables. Although you can create 
any number of system temporary table spaces, we recommend that you create only one, 
using the page size that the majority of your tables use. User temporary table spaces are 
used to store declared global temporary tables that store application temporary data. User 
temporary table spaces are not created by default at database creation time. 

Advantages of an SMS table space 
These are a few of the advantages of an SMS table space: 

� Space is not allocated by the system until it is required. 

� Creating a database requires less initial work, because you do not have to predefine 
containers. 

� A container is a physical storage device and is assigned to a table space. 

� A single table space can span many containers, but each container can belong to only one 
table space.

Advantages of a DMS table space 
These are the advantages of a DMS table space: 

� The size of a table space can be increased by adding containers. Existing data is 
automatically rebalanced across the new set of containers to retain optimal I/O efficiency.

� A table can be split across multiple table spaces, based on the type of data being stored: 

– Long field data 
– Indexes 
– Regular table data 

You might want to separate your table data for performance reasons, or to increase the 
amount of data stored for a table. For example, you can have a table with 64 GB of regular 
table data, 64 GB of index data, and 2 TB of long data. If you are using 8 KB pages, the 
table data and the index data can be as much as 128 GB. If you are using 16 KB pages, 
the table data and the index data can be as much as 256 GB. If you are using 32 KB 
pages, the table data and the index data can be as much as 512 GB. 
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� The location of the data on the disk can be controlled, if this is allowed by the operating 
system. 

� If all table data is in a single table space, a table space can be dropped and redefined with 
less overhead than dropping and redefining a table. 

� In general, a well-tuned set of DMS table spaces will outperform SMS table spaces. 

In general, small personal databases are easiest to manage with SMS table spaces. On the 
other hand, for large, growing databases, you will probably only want to use SMS table 
spaces for the temporary table spaces, and separate DMS table spaces, with multiple 
containers, for each table. In addition, you will probably want to store long field data and 
indexes in their own table spaces.
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Appendix C. Worksheets

In this appendix, we provide worksheets that are intended for you to use during the planning 
and the installation of the Tivoli Storage Productivity Center. The worksheets are meant to be 
examples. Therefore you can decide whether you need to use them, for example, if you 
already have all or most of the information collected somewhere. 

This appendix contains the following worksheets:

� User IDs and passwords

� Storage device information:

– IBM TotalStorage Enterprise Storage Server® (ESS)
– IBM Fibre Array Storage Technology (FAStT)
– IBM San Volume Controller

C

Note: If the tables are too small for your handwriting, or you want to store the information 
in an electronic format, simply use a word processor or spreadsheet application, and use 
our examples as a guide, to create your own installation worksheets.
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User IDs and passwords
We created a table to help you write down the users IDs and passwords that you will use 
during the installation of Tivoli Storage Productivity Center for reference during the installation 
of the components and for future add-ons and agent deployment. Use this table for planning 
purposes.

You need one of the worksheets in the following sections for each machine where at least 
one of the components or agents of Productivity Center will be installed. This is so, because 
you can have multiple DB2 databases or logon accounts and you need to remember the IDs 
of each DB2 individually.

Server information
Table C-1 contains detailed information about the servers that comprise the Tivoli Storage 
Productivity Center environment. 

Table C-1   Productivity Center server 

In Table C-2, simply mark whether a manager or a component will be installed on this 
machine.

Table C-2   Managers/components installed

Server Configuration information

Machine

Host name

IP address ____.____.____.____

Manager/component Installed (y/n)?

Productivity Center for Disk

Productivity Center for Replication

Productivity Center for Data

Tivoli Agent Manager

DB2
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User IDs and passwords for key files and installation
Use Table C-3 to note the password that you used to lock the key file.

Table C-3   Password used to lock the key files

Enter the user IDs and passwords that you used during the installation in Table C-4. 
Depending on the selected managers and components, certain lines are not used for this 
machine.

Table C-4   User IDs used on this machine

Default key file name Key file name Password

agentTrust.jks

Element Default/ 
recommended user ID

Enter user ID Enter password

DB2 DAS User db2admina

a. This account can have any name you choose.

DB2 Instance Owner db2inst1

DB2 Fenced User db2fenc1

Resource Manager managerb

b. This account name cannot be changed during the installation.

Common Agent AgentMgrb

Common Agent itcauserb

Host Authentication

Tivoli Storage Productivity 
Center Admin userc

c. If LDAP Authentication is selected this value is overwritten.

tpcsuida

IBM WebSpherec

TPC for Replication 
Administrator c
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LDAP information
If you plan to use an LDAP compliant directory server for authentication, you will be required 
to provide additional information during the installation of TPC. Contact your LDAP 
administrator and gather the required information.

Table C-5   LDAP information

Element Default / 
recommended value

Actual value

LDAP Server Hostname

LDAP Port Number 389

Bind Distinguished Name

Bind Password

Relative DN for user names

Attribute to use for user names uid

Relative DN for groups

Attribute to use for groups cn

LDAP TPC Administrator user name

LDAP TPC Administrator password

LDAP TPC Administrator group
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Storage device information
This section contains worksheets that you can use to gather important information about the 
storage devices that will be managed by Tivoli Storage Productivity Center. You need to have 
this information during the configuration of the Tivoli Storage Productivity Center. You need 
part of the information before you install the device specific Common Object Model (CIM) 
Agent, because this sometimes depends on a specific code level.

Determine if there are firewalls in the IP path between the server or servers and the devices, 
which might not allow the necessary communication. In the first column of each table, enter 
as much information as possible to identify the devices later.

IBM System Storage Enterprise Storage Server/DS6000/DS8000
Use Table C-6 to collect the information about your IBM System Storage devices.

Table C-6   Enterprise Storage Server/DS6000/DS8000

Important: Check the device support matrix for the associated CIM agent.

Subsystem type, Name, 
location, organization

Both IP 
addresses

LIC level User name Password CIM agent host 
name and protocol
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IBM DS4000
Use Table C-7 to collect the information about your DS4000™ devices.

Table C-7   IBM DS4000 devices

Name, location, organization Firmware level IP address CIM agent 
host name 
and protocol
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IBM SAN Volume Controller
Use Table C-8 to collect the information about your SVC devices.

Table C-8   SAN Volume Controller devices

Name, location, 
organization

Firmware 
level

IP address User ID Password CIM agent 
host name 
and protocol
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Appendix D. Additional material

This book refers to additional material that can be downloaded from the Internet as described 
here. 

Locating the Web material

The Web material associated with this book is available in softcopy on the Internet from the 
IBM Redbooks Web server. Point your Web browser at:

ftp://www.redbooks.ibm.com/redbooks/SG247725

Alternatively, you can go to the IBM Redbooks Web site at:

ibm.com/redbooks

Select the Additional materials and open the directory that corresponds with the IBM 
Redbooks form number, SG247725.

Using the Web material

The additional Web material that accompanies this book includes the following files:

File name  Description
SampleReports.zip Sample Reports 
SampleWorkspace.zip Report Sample Workspace

System requirements for downloading the Web material

The following system configuration is recommended:

Hard disk space: 1 MB minimum

D
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How to use the Web material

Create a subdirectory (folder) on your workstation, and unzip the contents of the Web 
material zip file into this folder.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed 
discussion of the topics covered in this book.

IBM Redbooks publications

For information about ordering these publications, see “How to get Redbooks publications” on 
page 652. Note that various documents referenced here might be available in softcopy only:

� TotalStorage Productivity Center V3.3 Update Guide, SG24-7490

� Certification Guide Series: IBM Tivoli Storage Productivity Center V4.1, SG24-7809

� SAN Storage Performance Management Using TotalStorage Productivity Center, 
SG24-7364

� IBM System Storage DS8000: LDAP Authentication, REDP-4505

Other publications

These publications are also relevant as further information sources:

� IBM Tivoli Storage Productivity Center: Installation and Configuration Guide, SC27-2337

� IBM Tivoli Storage Productivity Center User’s Guide Version 4.1, SC27-2338

� IBM Tivoli Common Reporting User’s Guide, SC23-8737

Online resources

These Web sites are also relevant as further information sources:

� Tivoli Storage Productivity Center support site:

https://www-01.ibm.com/software/sysmgmt/products/support/IBMTotalStorageProduct
ivityCenterStandardEdition.html

� Partner World Technical Delivery Assessment:

https://www-304.ibm.com/jct09002c/partnerworld/wps/servlet/ContentHandler/LLIE-
6M7NYY/lc=en_US

� Tivoli Integrated Portal demonstration:

http://www14.software.ibm.com/webapp/download/demo.jsp?id=Tivoli+Integrated+Por
tal+Walkthrough+Aug08&locale=en

� Tivoli Integrated Portal documentation:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/index.jsp?topic=/com.ib
m.tip.doc/ctip_install_overview.html

� LDAP information:

http://en.wikipedia.org/wiki/IBM_Lightweight_Third-Party_Authentication

 

 

 

© Copyright IBM Corp. 2010. All rights reserved. 651

https://www-01.ibm.com/software/sysmgmt/products/support/IBMTotalStorageProductivityCenterStandardEdition.html
http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/index.jsp?topic=/com.ibm.tip.doc/ctip_install_overview.html
https://www-304.ibm.com/jct09002c/partnerworld/wps/servlet/ContentHandler/LLIE-6M7NYY/lc=en_US
http://en.wikipedia.org/wiki/IBM_Lightweight_Third-Party_Authentication
http://www14.software.ibm.com/webapp/download/demo.jsp?id=Tivoli+Integrated+Portal+Walkthrough+Aug08&locale=en


 

� Tivoli Storage Productivity Center Standard Edition Web site:

http://www.ibm.com/systems/support/storage/software//tpc

� Tivoli Enterprise Portal site:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/topic/com.ibm.itm.doc/i
tm610usersguide.htm

� IBM Tivoli Monitoring:

http://publib.boulder.ibm.com/infocenter/tivihelp/v15r1/index.jsp?topic=/com.ib
m.itm.doc_6.1/welcome.htm

� DB2 install requirements:

http://www.ibm.com/software/data/db2/udb/sysreqs.html

� IBM Certification Web site:

certify@us.ibm.com

� IBM training site:

http://www.ibm.com/training

How to get Redbooks publications

You can search for, view, or download Redbooks publications, Redpapers publications, 
Technotes, draft publications, and Additional materials, as well as order hardcopy Redbooks 
publications, at this Web site: 

ibm.com/redbooks

Help from IBM

IBM Support and downloads:

ibm.com/support

IBM Global Services:

ibm.com/services
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